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In the past few years new and efficient algorithms have been developed to
solve the time-dependent Schrödinger equation (TDSE) for few-electron systems.
When coupled with the advances in and availability of high performance computing
platforms, it is now possible to numerically calculate nearly exact solutions to the
interactions of short, intense laser pulses with simple one and two-electron systems.
In addition, somewhat less accurate treatments of the heavier rare gases and sim-
ple two-electron molecules are also becoming available. The proceedings from this
workshop have provided a unique opportunity to describe the substantial numerical
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and algorithmic progress that has been achieved over the past few years to solve the

TDSE and to illustrate them on the He atom and HC2 molecule.

1 Introduction

In recent years, revolutionary new technologies have made coherent, ultrashort, and

intense pulses in the vacuum and extreme ultraviolet (VUV-XUV) region available.

These pulses are currently generated from two quite different types of sources.

One are free electron lasers (FEL) [1–7]. Currently, there are two FELs in the

VUV-XUV and X-ray regime (XFELs) in operation: FLASH at DESY in Hamburg,

Germany [8, 9], and LCLS in Stanford, USA [10, 11]. FLASH has reached focused

intensities of up to 1016 W=cm2, and photon energies as high as 190 eV, while LCLS

reaches even higher energies up to 8 keV and intensities of up to 1018 W=cm2. The

duration and temporal structure of the individual FEL pulses is not well known, but

is of the order of 10–50 femtoseconds for FLASH. In addition, there have been a

number of proposals aimed to decrease the duration of these pulses to a few hundred

attoseconds [12–18].

The other approach to produce intense ultrashort pulses at XUV wavelengths is

to use high harmonic generation (HHG) from a driving infrared (IR) laser [19–28].

This technique has been successfully used to create the shortest pulses available

today, with durations down to 80 as [27]. With current technology, attosecond pulses

are much less intense than FEL pulses. The focused intensities are not well known

but typically do not exceed � 1012 W=cm2, although various ways to increase the

maximally available intensity have been proposed [29–36].

The continuing development of these novel light sources has led to an increased

interest in multiphoton processes at high photon energies. Simultaneously, the ul-

trashort duration of the pulses in the femtosecond (1 fs D 10�15 s) or even attosec-

ond (1 as D 10�18 s) domain enables the study of time-resolved electron dynamics,

starting the field of attosecond science [37–41].

In this contribution, we report on some of our recent theoretical and numeri-

cal investigations, motivated by the availability of these pulses. We study relatively

simple systems (He and HC2 ), for which the Schrödinger equation including all rel-

evant degrees of freedom can be fully solved. This necessitates the use of numerical

approaches that take advantage of modern high-performance computing facilities.

The work that is reviewed in this manuscript has been previously published in the

diploma theses of Stefan Nagele [42] and Renate Pazourek [43] and the PhD thesis

of Johannes Feist [44], as well as some journal publications [45–50].

We start by giving an overview of the numerical methods we are using to dis-

cretize the spatial (Sect. 2) and temporal (Sect. 3) degrees of freedom. We then

comment on some numerical details of our implementation (Sect. 4).

For the case of helium (Sect. 5), we focus on two-photon double ionization. Dou-

ble ionization of helium has long been of great interest in atomic physics since it

provides fundamental insights into the role of electronic correlation in the full three-
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body Coulomb break-up process. This simple, two-electron system gives crucial in-

sight into the dynamics of more complex atoms and even simple molecules [51–62].

Until recently, the focus of these studies was on one-photon double ionization,

where a single photon releases both electrons from the nucleus. In two-photon dou-

ble ionization (TPDI) of atomic helium, two electrons are absorbed either simulta-

neously or sequentially, ejecting both electrons. This is one of the simplest multi-

photon processes involving electron correlation, and has been the subject of intense

studies in the past few years [42–49, 63–114]. We discuss both (i) cross sections

in the nonsequential regime of TPDI, which require pulses of at least a few fem-

toseconds duration, and (ii) the possibility to probe and control correlation using

ultrashort (attosecond) XUV pulses in the sequential regime of TPDI.

In Sect. 6, we then discuss the hydrogen molecular ion HC2 . We simulate its com-

bined electronic and nuclear motion in attosecond pulses fully, i.e., without resorting

to the Born–Oppenheimer approximation. We study energy and angular patterns in

one-photon ionization. The conclusions we draw for this simple test case could be

applied to e.g., attosecond photoelectron microscopy. The photoelectron distribution

obtained through ionization by an attosecond pulse can provide information about

the “frozen” position of the (slowly moving) nuclei after excitation through other

means. We demonstrate a strong polarization dependence for the ionization proba-

bility, which disappears for high photon energies (& 170 eV). In addition, we find

that the double slit interference pattern that is caused by the two distinct molecular

centers in the half-scattering process of photoionization only follows the classical

Young’s double slit angular distribution if the electron de Broglie wavelength is

noticeably smaller than the internuclear distance.

2 An Introduction to the Finite Element Discrete Variable
Representation (FEDVR)

To solve the multidimensional, time-dependent Schrödinger equation,

i„ @
@t
j�.t/i D bHj�.t/i ; (1)

one requires an efficient spatial discretization approach, and a way to couple that

to a time-propagation technique that can exploit the structure of that discretization.

Finite difference methods offer great simplicity and have been used for decades to

numerically solve a variety of problems involving partial differential equations in

science and engineering. However, approximating derivatives by finite difference

formulas is intrinsically inaccurate unless high order methods are employed. In re-

cent years, an alternative approach, the FEDVR, has been developed [115–118],

which offers the accuracy of a spectral method and much of the simplicity and spar-

sity of finite difference approaches. This approach, which we describe in some detail
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below, employs the standard finite element method, but replaces the usual polyno-

mial basis in each element by a basis derived from a discrete variable representation.

2.1 Finite Elements

The basic idea of any finite element (FE) method is to divide the underlying con-

figuration space of a (partial) differential equation into small subdomains or finite

elements. For complex geometries in more than one dimension, FE techniques are

especially useful to handle the boundary conditions that need to be satisfied at the

surface or internally for the equation under consideration. However, they are also

useful for “simple” problems in one dimension. In that case, each variable is di-

vided into segments or finite elements with the FE boundaries

0 � x.1/ < x.2/ < � � � < x.N / � xmax : (2)

The approach of the FEDVR is to expand the wave function in a basis of functions

that are local to each finite element,

f .i/
m .x/ ; x 2 Œx.i/; x.iC1/� : (3)

The basis in a given element is defined to be zero outside of that element. The only

remaining issue is how the basis functions at the edges of each element connect

with adjacent elements. Since the equations under consideration contain at most

second order spatial derivatives, it is sufficient to ensure function continuity at the

edges of the boundary elements from a rigorous mathematical treatment [119]. This

does not mean that adding additional constraints on the basis functions such as first

or second derivative continuity would not produce a more accurate representation

for a fixed number of basis functions, it is just not required and by only imposing

basis function continuity, the problem is significantly easier to handle numerically.

In each finite element, we choose basis functions obtained from a discrete variable
representation (DVR) approach, which also provides a prescription for calculating

matrix elements. Apart from the basic idea of splitting space into smaller elements,

we do not use the further features of FE methods. A more detailed treatment of the

subject can be found in, e.g., [120].

2.2 Discrete Variable Representation

In this section we provide a self-contained introduction (following [121–124]) to the

polynomial discrete variable representation (DVR), which is closely related to the

well-known concept of the spectral (finite-basis) representation of wave functions.

In coordinate space a wave function in its spectral representation (SR)
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hxj� i D
NX

mD1

hxj˚mih˚mj� i D
NX

mD1

amhxj˚mi (4)

is described by the expansion coefficients

am D h˚mj� i D
Z
h˚mjxihxj� idx (5)

in a given orthonormalized basis fj˚mig of the Hilbert space, where usually the basis

is complete forN !1. ForN 6D 1, this representation is also called a finite basis
representation (FBR). The basis functions are orthonormal and thus fulfill

h˚mj˚ni D
Z
h˚mjxihxj˚nidx D ımn : (6)

Inserting this ansatz for the wave function in the time-independent Schrödinger

equation gives

NX
mD1

h˚njbHj˚miam D
NX

mD1

bHnmam D anE ; (7)

which is a matrix eigenvalue problem once the matrix elements bHnm D h˚njbHj˚mi
have been calculated. Equation (7) may be derived from the Rayleigh-Ritz varia-

tional principle. The coefficients an can be understood as the variational parameters

resulting from the application of that principle to the Schrödinger equation. As a

consequence the eigenvalues (7) will always represent an upper bound to the true

solution for N ! 1. Thus, the SR is sometimes also called variational basis rep-
resentation (VBR).

The idea behind the DVR is to start by choosing a basis fj˚mig for which the

overlap integrals in (6) can be evaluated exactly by numerical quadrature. The clas-

sical orthogonal polynomials up to order N � 1 are such a set. For each of these

basis sets, there is an associated Gaussian quadrature of orderN in which the prod-

uct of two of these functions can be integrated exactly. This arises simply because

the product is itself a polynomial of maximum order 2N � 2 which may be inte-

grated exactly by an N th-order Gaussian quadrature at points xi with weights wi .

Replacing the integral in (5) by its discrete approximation yields

Qam D
NX

jD1

wj h˚mjxj ihxj j� i (8)

with the FBR remaining orthonormal under the quadrature rule,

h˚mj˚ni D
NX

jD1

wj h˚mjxj ihxj j˚ni D ımn : (9)
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At this point, the only approximation that has been made is the use of the FBR. What

we have not yet specified is how the matrix elements h˚njbHj˚mi will be calculated.

It is straightforward to show that it is possible to compute the matrix elements of

the kinetic energy operators exactly for most, if not all, of the classical orthogonal

functions. However, the matrix elements of the potential are another matter. These

are often complex functions of x and all that can be said is that using the quadrature

rule for the matrix elements,

h˚mjbVj˚ni D
Z
˚�m.x/V .x/˚n.x/dx '

NX
j

wj˚
�
m.xj /V .xj /˚n.xj / ; (10)

needs to be examined for accuracy. There is another disadvantage of (10). It is not

diagonal in the FBR basis. While this is not terribly serious for a one-dimensional

problem, it still would be nice if one could find an approach which only required the

value of the potential at the i th quadrature point. Such a diagonal representation,

suitably generalized to the multidimensional case, could have very large advantages

in practical computations. Provided that the quadrature approximation is accurate,

it is possible to make a basis set transformation which does render the potential

diagonal in the transformed basis. This new basis, ffj .x/g, the DVR basis, has the

property that the basis functions are zero at all but one quadrature point, i.e.,

fj .xi / D ıijp
wi

(11)

and in analogy to (4) and (9) they define an orthonormal basis (a rigorous proof can

be found in [121]),

hfi jfj i D
Z
f �i .x/fj .x/dx

ŠD
NX

mD1

wmf
�

i .xm/fj .xm/ D ıij : (12)

The wave function (4) then reads

hxj� i D
NX

mD1

Qamhxj˚mi '
NX

mD1

NX
jD1

wj hxj˚mih˚mjxj ihxj j� i : (13)

The DVR basis functions can be obtained from,

fj .x/ D p
wj

NX
mD1

hxj˚mih˚mjxj i : (14)

The wave function is then expressed as,

hxj� i D
NX

jD1

hxjfj ihfj j� i D
NX

jD1

Q�jfj .x/ ; (15)
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where the coefficients Q�j D hfj j� i are also directly connected to the values of the

wave function at the grid points, Q�j D p
wj�.xj /. This is the reason that the DVR

can be seen as a bridge between spectral basis methods and grid-based approaches –

the coefficients of the basis functions fj simultaneously give the values of the wave

function at the grid points in coordinate space, which are chosen as the quadrature

points of the underlying Gaussian quadrature.

A further consequence of this is that the coordinate operator is strictly diagonal

in the DVR basis,

hfi j Oxjfj i D ıijxi ; (16)

as the product of two basis functions has maximum order 2N � 2 and integrals up

to order 2N � 1 can be evaluated exactly by N -point Gaussian quadrature. Conse-

quently, the functions fj .x/ can be referred to as coordinate eigenfunctions because

they depend only on the chosen quadrature and the corresponding mesh (which are,

in turn, related to the corresponding equivalent finite-basis representation).

In a DVR, the wave functions are thus represented by a complete and orthonormal

set of basis functions that are uniquely related to the chosen grid and quadrature. The

FBR and DVR are strictly equivalent (isomorphic) if the FBR consists of orthogonal

polynomials, as we have chosen here [125, 126].

A DVR basis function is effectively represented by an interpolating polynomial.
For a given order this interpolating polynomial is unique [127] and we can express

it without loss of generality by the Lagrange polynomials,

Li .x/ D
Y
j¤i

x � xj

xi � xj

(17)

which fulfill

Li .xj / D ıij : (18)

As the representation is unique, i.e., the Lagrange polynomials form the only poly-

nomial basis that fulfills (18), they are identical to the basis functions fj .x/ (up to a

factor
p
wj ). This is the reason why in many publications (following a series of pa-

pers by Baye et al. [128–130]) polynomial DVRs are referred to as Lagrange-mesh

techniques. Last, but certainly not least, in the DVR, the potential matrix elements

are diagonal ((11) and (16)) within the accuracy of the quadrature approximation,

hfi jbVjfj i Š' V.xi /ıij (19)

and thus equal to the potential evaluated at the grid points. This does not imply

that the potential matrix elements are calculated exactly by quadrature. The reason

is that a N -point Gaussian quadrature just allows for an exact calculation of poly-

nomial integrands of degree 2N � 1 and the required matrix element will not, in

general, posses that property. In practice, it has been found that for sufficiently large

N , the use of the DVR rule (19) works well. Stated differently, the fundamental
approximation of the DVR is that all matrix elements of coordinate operators are di-

agonal. In other words (referring to the isomorphic FBR) the quadrature is not exact
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for those components of bVj˚i i (aliasing terms) that do not remain in the spectral

basis [131]. In practice, those errors are removed implicitly by extending the basis

size until numerical convergence is reached. However, the strict variational proper-

ties of (7) are lost in the DVR. A more detailed treatment of the problem is given

in [125, 131].

2.2.1 Calculating Derivatives

In the DVR basis the n-th derivative of a function �.x/ is given by

@n�

@xn
.x/ D

NX
jD1

Q�j

@nfj

@xn
.x/ ; (20)

where the derivatives of the basis functions
@nfj .x/

@xn have to be computed just once

initially. If the n-th derivative is to be evaluated at the DVR points one gets

@n�

@xn
.xi / D

NX
jD1

@nfj

@xn
.xi /

p
!i
Q�j WD Dij

Q�j (21)

which represents a matrix-vector multiplication. Thus, in a DVR basis derivatives

are calculated by multiplying the vectors Q�j by a differentiation matrix D. The ma-

trix D is full and hence the matrix-vector product is computationally expensive when

the basis size is large.

2.3 FEDVR

In an FEDVR [115–118] the underlying configuration space of a problem is divided

into elements in each of which the wave function is represented in a local DVR basis.

Consequently, the main advantages of the two techniques are brought together:

� Since the DVR basis functions are only defined on local grids, the kinetic energy

matrix is not full as in the standard DVR approach (cf. (20)) but consists of

several blocks (one for each FE) which overlap at only one point (see Fig. 1).

Thus, the matrix becomes quite sparse in 1D. Matrix-vector products can be

calculated efficiently when a direct product basis is used in N dimensions. This

property also allows for a computationally efficient parallelization scheme in

which the inherent latency due to communication between the matrix blocks is

minimal. As long as the number of basis functions in a given element is not too

small compared to the size of the element, this provides an accurate numerical

expression for the derivatives [115].

� For a local potential, the matrix is diagonal, thus avoiding the need to calculate

complex matrix elements as in SR or FBR methods.
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Fig. 1 Illustration of the block
structure of the kinetic energy
operator of the FEDVR in one
dimension.
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oscillatory structure in the grid spacing is a consequence of the Gauss–Lobatto quadrature.

Since the resulting grid is composed of many local sub-grids for each finite ele-

ment we have to use a quadrature where the end point in each node coincides with

the starting point for the neighboring finite element. This is necessary to impose

continuity for the represented wave functions. For Gauss-Legendre quadratures the

mesh points are given by the roots of the Legendre polynomials. As all these roots

lie inside the sub-grids, we instead use a Gauss–Lobatto quadrature in each element.

In a Gauss–Lobatto quadrature, the first and last points are explicitly chosen, which

leads to a slightly reduced accuracy. By choosing the first and last points to lie ex-

actly at the FE boundaries, we can connect the last basis function in each element

with the first function in the following element, forming a “bridge” function. By

employing a Gaussian quadrature we implicitly choose a polynomial basis in the

equivalent SR.

Figure 2 shows the first points of a typical FEDVR grid with eleven basis func-

tions per finite element and the resulting grid spacing. The finite elements have a

constant extension of 4 a:u:. The FEDVR parameters determine the maximum en-

ergy of electrons that can be well represented on the grid, which is around 6 a:u: for

the parameters used here. Near the origin, the basis has to represent the Coulomb

singularity of the nuclear potential, which is already done with good accuracy for the

parameters given here (the ground-state energy of the one-particle Hamiltonian has

a relative error of � 10�8). In order to increase the accuracy, it would be possible

to use smaller finite elements close to the origin.
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Fig. 2 Mesh points of a typical FEDVR grid with eleven basis functions per finite element. The



From a Lagrange basis for each element

L.i/
m .r/ WD

8<:
Q

j¤m

r�r
.i/

j

r
.i/
m �r

.i/

j

r .i/ � r � r .iC1/; 1 � i � N
0 else

(22)

we thus obtain (in agreement with [115]) the normalized FEDVR basis functions

f .i/
m .r/ WD

8̂̂̂̂
ˆ̂̂<̂
ˆ̂̂̂̂̂:

L
.i/
1

.r/CL
.i�1/
Mi

.r/r
w

.i/
1
Cw

.i�1/
Mi

m D 1

L
.i/
m .r/p
w

.i/
m

m D 2; : : : ;Mi � 1
L

.i/
Mi

.r/CL
.iC1/
1

.r/r
w

.i/
Mi
Cw

.iC1/
1

m DMi

(23)

which fulfill the orthonormality relation

hf .i/
m jf .j /

n i D
Z
f .i/�

m .r/f .j /
n .r/ dr

Š'
NX

lD1

MiX
kD1

w
.l/

k
f .i/�

m .r
.l/

k
/f .j /

n .r
.l/

k
/ D ıij ımn : (24)

In contrast to (12), the FEDVR basis functions are only approximately orthogonal

because for each element the integrand in (24) is a polynomial of degree 2Mi � 2
whereas the integration is only exact for polynomials up to degree 2Mi � 3. This

deficiency of FEDVR compared to the DVR has little effect in practice since it can

be compensated by increasing the number of basis functions.

The definitions for the bridge functions (at m D 1 and m D Mi ) in (23) ensure

that f
.i/

Mi
.r/ D f

.iC1/
1 .r/ and thus the continuity of the represented wave functions

at the FE boundaries. In contrast, the first derivative is not continuous, since the finite

elements have an overlap of only one grid point. As pointed out in [119] the matrix

elements of the momentum operator (which is equivalent to the derivative operator)

and the kinetic energy operator (which relies on the calculation of the second deriva-

tive) are nevertheless correctly defined. The integrals hf .i/
m jd=dr jf .j /

n i for the first

derivative operator can be directly calculated, while the second derivative integrals

need to be performed by partial integration, such that only first derivatives remain

to be evaluated.

In analogy to (15) a wave function �.r/ can be written as

�.r/ D
NX

jD1

MjX
kD1

Q� .j /

k
f

.j /

k
.r/ (25)

and the scalar product of two wave functions in FEDVR representation is given by
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h'j i D
X
i;k

Q'.i/�

k
f

.i/�

k
.r/

X
j;l

Q .j /

l
f

.j /

l
.r/ dr '

X
i;k

Q'.i/�

k
Q .i/

k
: (26)

Consequently also the potential matrix elements are approximately diagonal, cf.
(19)

hf .i/
m jbjf .j /

n i Š' V
�
r .i/

m

�
ıij ımn (27)

and derivatives are calculated by deriving the basis functions, cf. (20)

@n�.r/

@rn
D

NX
jD1

MjX
kD1

Q� .j /

k

@nf
.j /

k
.r/

@rn
: (28)

Figure 3 shows the eigenvalues of the Laplace operator on a FEDVR grid as
obtained from (28). The step-like behavior for higher eigenvalues is a consequence
of the division into finite elements. For physical problems one has to ensure that the
occurring energies are in the region where the eigenvalues grow quadratically (and
mimic the dispersion relation of a free particle).

The FEDVR method, as outlined above, provides a flexible and accurate way of
discretizing differential equations. In addition it is also necessary to properly imple-
ment the boundary conditions. How to accomplish this is a function of the coordi-
nate under consideration. For example, in spherical coordinates, the wave function
must behave regularly at the left hand boundary or matrix elements of potentials

E
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(a) The first eigenenergies of a FEDVR grid
grow quadratically.
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(b) For higher energies the spectrum contains
“unphysical” steps due to the division into fi-
nite elements.

Eigenvalues of the Laplace operator on a FEDVR grid with rmax D 200 a:u: and
eleven basis functions per finite element. The finite elements have an extension of 4 a:u:. The
resulting number of grid points is 501.
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such as the Coulomb potential will diverge. One way to ensure that this behavior
is satisfied is to omit the first basis function from the DVR wave-function expan-
sion. By keeping the last basis function at the right hand boundary, one may impose
open boundary conditions on the wave function. If the last basis function is removed
from the expansion, this is tantamount to requiring the wave function to vanish at
the right most boundary. If a wave packet reaches rmax during propagation, it en-
counters “hard walls” in any case since �.r > rmax/ D 0 is imposed implicitly due
to the end of the grid. The resulting unphysical reflections have to be avoided by
either extending the grid so that the boundary is never reached in computing any
physically meaningful quantities or by implementing (see
following section).

With the help of the time evolution operator

b.t C�t; t/ D T exp

�
�i
Z tC�t

t

b.t 0/ dt 0
�

(29)

the solution of the TDSE for a given initial state j�.t0/i can formally be written as

j�.t0 C�t/i D b.t0 C�t; t0/j�.t0/i D T exp

�
�i
Z t0C�t

t0

b.t 0/ dt 0
�

j�.t0/i
(30)

where T denotes the time-ordering operator for the exponential with noncommuting
argument (Œb.t1/;b.t2/� ¤ 0).

Direct evaluation of (30) is cumbersome since the time evolution operator has to
be expanded in a Dyson series to represent the time-ordering. However, for small
time intervals �t the Hamiltonian can be assumed to be constant, thus giving

b.t C�t; t/ ' exp.�ib.t/�t/ (31)

and
j�.t C�t/i ' exp.�ib.t/�t/j�.t/i : (32)

The time evolution operator (29) is

b.t C 2�t; t/ D b.t C 2�t; t C�t/b.t C�t; t/ (33)

and

b�.t C�t; t/ D b�1.t C�t; t/

) h�.t/j�.t/i D h�.t C�t/j�.t C�t/i 8 t; �t : (34)
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Arbitrary times can therefore be reached by successive application of (31). The
norm of the wave function is conserved for all times. For many practical problems
the exponential in (31) can not be evaluated exactly but there exist many propaga-
tion schemes that provide different approximations (see [132] for a comprehensive
review of different time-stepping techniques). In our approach, we use the

(SIL) propagation scheme, which will be briefly outlined below.

The Lanczos algorithm relies on Krylov subspace techniques that were originally
introduced to calculate eigenvalues and eigenvectors of (large) matrices [133]. In
the form presented here, it is only applicable for Hermitian matrices. The procedure
works as follows:

A Krylov subspace of order N C 1 is generated by the repeated action of b on
an initial state j�0i (assumed to be normalized)

KNC1 D fj�0i; j�1i; j�2i; : : : ; j�N ig (35)

j�ki D bkj�0i : (36)

Orthonormalizing the basis vectors in the subspace by the Gram-Schmidt procedure
produces a new basis,

�NC1 D fj�0i; j�1i; j�2i; : : : ; j�N ig : (37)

The most time consuming step in the process is the application of b to a previ-
ously computed Lanczos vector. Given the sparse matrix representation inherent in
the FEDVR, it is possible to reduce this to a set of small and structured matrix-
vector multiplies using the matrices of the one-dimensional FEDVR blocks. These
are individually small, dense systems whose size depends on the number of FEDVR
functions used in that block. Thus the scaling of the matrix-vector multiply is signifi-
cantly reduced from the more general case. The Hamiltonianb is then approximated
as a .N C 1/� .N C 1/ matrix b.�/ in the�NC1 basis. N is chosen much smaller
than the dimension of the matrix representation of b (which can be up to 109), with
typical values of 12 � 15 in our case. Direct diagonalization of this small matrix
can be efficiently performed. In the limitN ! 1, the eigenvalues and eigenvectors
of the transformed Hamiltonian converge to those of the full Hamiltonian, with the
extreme (i.e., largest and smallest) eigenvalues converging first.

The Lanczos algorithm is very effective because in practice it is not necessary to
explicitly build up the Krylov space and perform the full orthonormalization to all
previous vectors, since the matrix b.�/ is tridiagonal and its elements can be ob-
tained from a three-term recursion relation. This construction proceeds analogously
to the construction of orthogonal polynomials, with b replacing the coordinate op-
erator.
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We thus get a

j�0i D j�0i (38)

ˇ0j�1i D bj�0i � ˛0j�0i � jq0i (39)

ǰ j�jC1i D bj�j i � j̨ j�j i � ǰ�1j�j�1i � jqj i (40)

where j�0i is assumed to be normalized and

j̨ D h�j jbj�j i (41)

ǰ D
q

hqj jqj i ; (42)

where both j̨ and ǰ are real. The Hamilton operator in the subspace�NC1 is thus
real and tridiagonal and is given by

b.�/
ij D h�i jbj�j i OD

0BBBBBBB@

˛0 ˇ0 0 � � � 0

ˇ0

: : :
: : :

: : :
:::

0
: : :

: : :
: : : 0

:::
: : :

: : :
: : : ˇN�1

0 � � � 0 ˇN�1 ˛N

1CCCCCCCA
: (43)

To perform time propagation, we replace the Hamiltonian in the time evolution
operator by its approximation in the Krylov subspace of j�.t/i (� j�0i),

b.�/ D exp.�ib.�/�t/ : (44)

Consequently,b.�/ is restricted to the same Krylov subspace, where the exponential
can be evaluated by direct diagonalization

b.�/ D
X

l

jZl i exp
��ih.�/

l
�t
�hZl j : (45)

Here, jZi i denotes the eigenvector of b.�/ with the eigenvalue h.�/
j .

The approximation for the propagated wave function then reads

j�.t C�t/i D b.�/j�.t/i D b.�/j�0i D
NX

kD0

ak j�ki (46)

with
ak D h�kjb.�/j�0i D

X
l

h�kjZli exp
��ih.�/

l
�t
�hZl j�0i : (47)

Since the j�ki are linear combinations of the j�ki which, in turn, are given by
j�ki D bkj�0i, (46) is effectively a N th-order polynomial expansion of the ex-
ponential in (31). Moreover, the Lanczos procedure generates a set of orthogonal
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polynomials and for a finite �-dimensional operator (such as a Hamiltonian in a
DVR representation) the approximation gets for N ! � � 1 [132]. In con-
trast to a standardN th-order Taylor or Chebyshev expansion the coefficients ak are
optimized to give the best approximation for a given j�0i and in addition unitarity
is conserved.

The Lanczos procedure can also be adapted for non-Hermitian operators using a
biorthogonal basis. For complex symmetric operators, it can be more simply imple-
mented, by performing the dot products without complex conjugation of the vectors.
This also leads to a tridiagonal matrix. Another approach (known as the Arnoldi–
Lanczos procedure [134]), transforms the original matrix to an upper Hessenberg
matrix, which has zero entries below the first subdiagonal, in (43). This requires
that the vectors have to be explicitly orthogonalized to all previous Krylov vec-
tors, and entails considerably more numerical work. All of the above methods can
be used to include complex absorbing potentials in the propagation scheme, as the
Hamiltonian is then complex symmetric instead of Hermitian.

In some of the work described later in this article, we have employed split-operator
techniques to propagate the time-dependent Schrödinger equation. These rely on
approximating the exponential of the sum of two noncommuting operatorsb andb
by a product of exponentials of the operators, i.e.,

e.bCb/t D ebt=2ebt ebt=2 CO.t3/ ; (48)

where the third-order error term contains commutators of b and b. Doing this for
parts of the Hamiltonian in the time propagation operator and neglecting the third-
order part gives a second-order approximation to propagating the Schrödinger equa-
tion. The propagation operator is then reduced to individual exponentials of each of
the operators in the Hamiltonian.

A particular version of this is the Real-Space-Product (RSP) approach [135],
which we use for propagating the Schrödinger equation for the HC2 molecular ion
(Sect. 6). While the FEDVR kinetic energy operators are block-diagonal, the blocks
overlap. Diagonalizing the whole kinetic energy operator thus destroys the sparsity
of the matrix. We instead split it into two new operators such that each of the two
gets alternating, nonoverlapping blocks. These new operators can be diagonalized
by diagonalizing each separate FEDVR block, retaining the sparsity of the kinetic
energy operator.

The split-operator method has also been used in the He code to prevent reflections
at the grid boundary. By adding a absorbing potential of the form

A.r/ D i˛�.r � rcut/ ln cos

�
r � rcut

rmax � rcut

�
(49)
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to the Hamiltonian, it is possible to dampen the wave function to zero before it
reaches the boundary. The potential and its first derivative are continuous functions,
while the second derivative is discontinuous at rcut. The form of this particular po-
tential is similar to a cosine-shaped “absorbing edge” masking function (as also em-
ployed in, e.g., [90]) and proved to be suitable for our purposes. Since adding this
potential to the full Hamiltonian would make it non-Hermitian, we use the split-
operator method,

b.t; t C�t/ D exp.�ib.t/�t � i OA�t/
D exp

�
�i OA�t

2

�
exp.�ib.t/�t/ exp

�
�i OA�t

2

�
CO.�t3/ :(50)

This has the considerable advantage of not requiring a non-Hermitian SIL procedure
and is sufficiently accurate for our purposes. The effectiveness of such potentials
always depends on the energy and the form of the incoming wave packet. In general,
it is hard to completely avoid reflections. However, it is possible to suppress them
below a certain level.1

The Krylov subspace approximation (45) for the time evolution operator is explicitly
unitary. Therefore, the Lanczos algorithm is and the propa-
gation scheme is norm-conserving for Hermitian Hamiltonians. Consequently, the
algorithm is also energy-conserving for time-independent operators.

Even though the propagation is explicitly unitary regardless of the properties of
the discrete Hamiltonian, its spectrum still affects the propagation because large
spectral ranges require small time steps or high orders to get accurate results. Thus,
smaller grid spacings and more FEDVR basis functions make the temporal propa-
gation computationally more costly.

The number of angular momenta, number of radial points, extent of the radial grids,
and propagation time that are needed to extract converged transition probabilities
and/or cross sections depends sensitively on many factors. Care has to be taken to
ensure that the basis is chosen such that, e.g., the Coulomb potential singularities at
small distances and the highest energy electrons are represented well. Additionally,
the question of whether one is interested in total or differential quantities determines
the necessary basis sizes. Suffice it to say that by suitably arranging the density of
finite elements and the order of the basis in each element, one is able to adequately
converge the systems described in this article. The details of how to accomplish this

1 See, e.g., [136, 137] for a detailed treatment of the problem.
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are nontrivial, and will not be fully discussed in the current contribution. A further
issue, which follows from the size of the basis set concerns the spectral range of
the Hamiltonian. The highest eigenvalues of the Hamiltonian will fix the largest
step size in time that can be used in the time propagation. While there are some
ways that one can reduce the basis set by prediagonalization, the price that is paid
is a loss of sparsity in the Hamiltonian matrix which is one of the most compelling
reasons for using an FEDVR representation. Difficult choices have to be made but
in general the computations can only be performed with substantial computational
resources. The vector lengths may get as large as 109 for some cases and a paral-
lel implementation using MPI on a large cluster with many cores is necessary. The
calculations described here were performed using the US NSF TeraGrid systems at
the National Institute for Computational Science at the University of Tennessee/Oak
Ridge, the Texas Advanced Computer Center at the University of Texas/Austin, the
Lobo and Coyote cluster at the Department of Energy Los Alamos National Lab-
oratory, and the Vienna Scientific Cluster at the Vienna University of Technology.
Without these computational instruments, much of the work described herein would
have been impossible.

The first application of the foregoing method we discuss is the He atom. In this case,
the nonrelativistic Hamiltonian is given by

b.t/ D b2
1

2
C b2

2

2
� Z

r1
� Z

r2
C 1

r12

Cb
I .t/ ; (51)

where the electron-field interaction operator in dipole approximation is

bL
I .t/ D E .t/ � .b1 Cb2/ or bV

I .t/ D A.t/ � .b1 Cb2/ ; (52)

with the superscript denoting the use of length (L) or velocity gauge (V ), and E.t/

and A.t/ denoting, respectively, the electric field and the vector potential of the
electromagnetic pulse. For the velocity gauge expression, the term A2=2 has been
removed by adding a global time-dependent phase to the wave function. We proceed
by expanding the six-dimensional wave function�. 1; 2/ in coupled spherical har-
monics,

�. 1; 2; t/ D
1X

L;M

1X
l1;l2

RLM
l1;l2

.r1; r2; t/

r1r2
YLM

l1;l2
.˝1;˝2/ (53)

with
YLM

l1;l2
.˝1;˝2/ D

X
m1;m2

hl1m1l2m2jLM iYl1
m1
.˝1/Yl2

m2
.˝2/ : (54)
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Substituting (51) and (53) into (1), multiplying by YLM
l1;l2

, and integrating over all
angles yields a system of coupled partial differential equations in .r1; r2; t/ , the
time-dependent close coupling (TDCC) equations [138, 139]

i
@

@t
RLM

l 0
1

;l 0
2
.r1; r2; t/ D

1X
L;M

1X
l1;l2

hl 01l 02L0M 0jbjl1l2LM iRLM
l1;l2

.r1; r2; t/ ; (55)

where in practice the sums have to be truncated at certain maximum angular mo-
menta .Lmax; l1;max; l2;max/. In what follows, we restrict ourselves to radiation po-
larized along the z-axis and initial states of the system with M D 0, where the
projection of the angular momentum along the z-axis is zero. hl 01; l 02L000jbjl1l2L0i
is given by

hl 01l 02L00jbjl1l2L0i

D ıLL0

�
ıl1l 0

1
ıl2l 0

2

�
�1
2

@2

@r2
1

C l1.l1 C 1/

2r2
1

� Z

r1
� 1

2

@2

@r2
2

C l2.l2 C 1/

2r2
2

� Z

r2

�
CW L

l1;l2;l 0
1

;l 0
2
.r1; r2/C V LL0

l1;l2;l 0
1

;l 0
2
.r1; r2; t/

�
; (56)

with the electron-electron interaction given by

W L
l1;l2;l 0

1
;l 0

2
.r1; r2/ D ıLL0.�1/L

q
.2l1 C 1/.2l 01 C 1/.2l2 C 1/.2l 02 C 1/

�
1X

�D0

.�1/� r�
<

r�C1
>

�
l1 � l

0
1

0 0 0

��
l2 � l

0
2

0 0 0

��
L0 l 02 l

0
1

� l1 l2

	
: (57)

In the length gauge, the electron-field interaction is

V LL0

l1;l2;l 0
1

;l 0
2
.r1; r2; t/

D E.t/cLL0

�
L 1 L0

0 0 0

��
r1.�1/l2cl1l 0

1

�
l1 1 l

0
1

0 0 0

��
l1 l2 L

L0 1 l 01

	
ıl 0

2
l2

C r2.�1/l1cl2l 0
2

�
l2 1 l

0
2

0 0 0

��
l2 l1 L

L0 1 l 02

	
ıl 0

1
l1

�
; (58)

while in the velocity gauge, it is

V LL0

l1;l2;l 0
1

;l 0
2
.r1; r2; t/

D iA.t/
p
.2LC 1/.2L0 C 1/

�
L 1 L0

0 0 0

�
�
�
.�1/l2cl1l 0

1
1

�
l1 1 l

0
1

0 0 0

��
l1 l2 L

L0 1 l 01

	
ıl 0

2
l2

�
@

@r1
� l 01.l

0
1 C 1/C l1.l1 C 1/

2r1

�
C .�1/l1cl2l 0

2

�
l2 1 l

0
2

0 0 0

��
l2 l1 L

L0 1 l 02

	
ıl 0

1
l1

�
@

@r2
� l

0
2.l

0
2C1/Cl2.l2C1/

2r2

��
; (59)
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where cij D .2li C 1/.2lj C 1/. The angular momentum selection rules restrict
the coupling to being tridiagonal in L. The problem then reduces to a set of coupled
two-dimensional, radial partial differential equations.

The electron-electron interaction Hamiltonian b is represented in TDCC by

hk0jb jki D
1X

�D0

r�
<

r�C1
>

b ang
k;k0;�

; (60)

where b ang
k;k0;�

is the angular part of the electron-electron interaction operator, k and
k0 are the combined angular indices .L; l1; l2/ and .L0; l 01; l

0
2/, r< is min.r1; r2/ and

r> is max.r1; r2/. The usual approximation for potentials in the FEDVR approach
is to represent them as a diagonal matrix, with the entries just being the values of
the potential at the grid points. However, this approach would entail a large error for
the electron-electron interaction operator, as the radial part r�

<=r
�C1
> has a deriva-

tive discontinuity at r1 D r2, which can not simply be represented in the FEDVR
basis. This can be fixed following the recipe of McCurdy et al. [140], a short sum-
mary of which is given in the following. The general idea behind this is to evaluate
one of the radial integrals over FEDVR basis functions analytically, instead of us-
ing the Gauss–Lobatto quadrature associated with the grid. The radial parts of the
interaction operator are given by the integrals


fj1
fj2

ˇ̌̌̌
r�

<

r�C1
>

ˇ̌̌̌
fj 0

1
fj 0

2

�
D
Z rmax

0

dr1

Z rmax

0

dr2 fj1
.r1/fj 0

1
.r1/

r�
<

r�C1
>

fj2
.r2/fj 0

2
.r2/ ; (61)

where fj .r/ is the j th FEDVR basis function. Instead of directly employing Gauss–
Lobatto quadrature, we define the function

y.r/ D r

Z rmax

0

dr 0
r�

<

r�C1
>

fj2
.r 0/fj 0

2
.r 0/

D
Z r

0

dr 0
r 0�

r�
fj2
.r 0/fj 0

2
.r 0/C

Z rmax

r

dr 0
r�C1

r 0�C1
fj2
.r 0/fj 0

2
.r 0/ ; (62)

which satisfies the radial Poisson equation,�
d2

dr2
� �.�C 1/

r2

�
y.r/ D �2�C 1

r
fj2
.r/fj 0

2
.r/ (63)
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with the boundary conditions y.0/ D 0 and y.rmax/ D r�
j2
=r�

maxıj2;j 0
2
. Expanding

y.r/ in the basis of FEDVR functions, inserting into (63), solving the resulting
matrix equation, and finally adding a solution of the homogeneous radial Poisson
equation to satisfy the boundary conditions leads to

y.r/ D .2�C 1/

NX
iD1

ŒT ���1
i;j2

fi .r/

rj2

p
wj2

ıj2;j 0
2

C
r�
j2
r�C1

r2�C1
max

ıj2;j 0
2
; (64)

where

T �
i;j D



fi

ˇ̌̌̌
� d

dr2
C �.�C 1/

r2

ˇ̌̌̌
fj

�
(65)

is twice the single-electron kinetic energy operator for angular momentum � in the
FEDVR basis, ŒT ���1

i;j is the element i; j of its inverse, andwj is the Gauss–Lobatto
integration weight associated with grid point rj . Inserting this expression for y.r/
back into the original (61) and performing the integral using the Gauss–Lobatto
quadrature gives the final result


fj1
fj2

ˇ̌̌̌
r�

<

r�C1
>

ˇ̌̌̌
fj 0

1
fj 0

2

�
D ıj1;j 0

1
ıj2;j 0

2

 
2�C 1

rj1
rj2

p
wj1

wj2

ŒT ���1
j1;j2

C
r�
j1
r�
j2

r2�C1
max

!
; (66)

which remarkably is still diagonal in the FEDVR grid indices j1; j2. The inverse
matrices only have to be calculated once at the start of the program, which does not
incur a large computational overhead. The improved precision of this expression
for the electron-electron interaction is considerable. As an example, the error in the
ground-state energy (i.e., the deviation from the “real” ground state of the nonrela-
tivistic Hamiltonian) is only 5:3 � 10�5 a:u: using this improved expression, while
the error is 1:2 � 10�2 a:u: when using the “naive” expression for the interaction
operator. This example was calculated using typical parameters for our simulations
(FEDVR elements of order 11 with 4 a:u: extension, l1;max D l2;max D 9).

We exploit the fact that our time-dependent approach allows propagation of the
wave packet for long times after the conclusion of the pulse. Once the distance
between the two electrons has reached a large enough value, we can neglect the
electron-electron interaction term, b12 D

ˇ̌b1 �b2

ˇ̌�1
, which becomes insignificant

for asymptotic distances. Consequently, we approximate the continuum by the exact
solution of the (separable) stationary Schrödinger equation with the Hamiltonian
without electron-electron interaction,
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b
0 D b2

1

2
C b2

2

2
� Z

r1
� Z

r2
: (67)

If both electrons are far away from the nucleus and/or have high energies, it
would also be possible to neglect the electron-nucleus interaction when constructing
final states for double ionization. However, as in almost all cases there is single as
well as double ionization, we retain the electron-nucleus interaction term. This also
ensures that the approximate single-continuum and double-continuum eigenstates
are orthogonal to each other.

The separable Hamiltonian (67) is just the sum of two independent one-particle
Hamiltonians. Before constructing the two-electron product states for the single and
double continuum, we summarize some of the properties of the (analytic) eigen-
functions of the single-particle Hamiltonian of a hydrogen-like atom, with

b
1 D b2

2
� Zeff

r
: (68)

As (68) is spherically symmetric, its eigenstates can be separated into a radial and
an angular part,

˚k;l;m. / D �k;l.r/

r
Yl

m.˝/ ; (69)

where the angular part is described by the spherical harmonics Yl
m.˝/. For the

, the radial part of the regular eigenfunction is given by [141]

�n;l.r/ D
p
Zeff

n

s
.n � l � 1/Š

.nC l/Š

�
2Zeffr

n

�lC1

L2lC1
n�l�1

�
2Zeffr

n

�
exp

�
�Zeffr

n

�
(70)

where L stands for the generalized Laguerre polynomial and n � 1 is the main
quantum number. The eigenenergies of the bound states are given by

En D �Z
2
eff

2n2
: (71)

The regular solution for the is given by the regular radial
Fl.	; kr/ [141]

�k;l.r/ D
r
2



Fl.	; kr/ ;

Fl.	; kr/ D 2le���=2 j� .l C 1C i	/j
.2l C 1/Š

e�ikr .kr/lC1F.l C 1 � i	; 2l C 2I 2ikr/ ;(72)

with the confluent hypergeometric series F

F.a; bI z/ D
1X

nD0

� .aC n/

� .a/

� .b/

� .b C n/

zn

nŠ
; (73)
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which in the limit r ! 1 behave as

Fl.	; kr/ ! sin

�
kr � 	 ln 2kr � l


2
C �l

�
; (74)

with the �l D argŒ� .lC1Ci	/�. In (72) we introduced the Coulomb
parameter 	, which determines the strength of the Coulomb term in (68),

	 D �Zeff

k
: (75)

Inserting the radial part (72) back into (69) yields the
˚k;l;m. /, which are eigenfunctions of (68), orthonormalized in momentum k, total
angular momentum 2, and the z-componentLz of angular momentum,

h˚k;l;mj˚k0;l 0;m0i D ı.k � k0/ıl l 0ımm0 : (76)

Since k is a continuous variable, the wave functions are normalized to the Dirac
delta function (or distribution), while the discrete quantum numbers l , m are or-
thonormalized to a Kronecker delta. Instead of normalizing in momentum space,
we can also use radial Coulomb functions. Due to

ı.k � k0/ D dE

dk
ı.E � E 0/ ; k D

p
2E ; (77)

they are related to the momentum-normalized functions (72) according to

�E;l.r/ D �k;l.r/p
k

: (78)

If we are not interested in the angular momentum quantum numbers, but want to
specify a 3-vector � .k;˝k/ for the momentum, we can use the expansion

 . / D
1X

lD0

lX
mD�l

i l e�i�l Y�.l/
m .˝k/˚k;l. / : (79)

These functions are the solutions of the Coulomb problem satisfying incoming scat-
tering boundary conditions that converge asymptotically to eigenstates of linear
momentum . boundary conditions are the appropriate basis states for
extracting ionization probabilities [142–144].

Using these eigenfunctions, we construct the
wave functions as symmetrized product states of two unscreened Coulomb waves
(79) with effective charge Zeff D 2, where the symmetrization is necessary to ac-
count for the indistinguishability of the two electrons. For 1 ¤ 2, these states (in
singlet spin symmetry) are given by

�DC
1; 2

. 1; 2/ D 1p
2
Œ 

1
. 1/ 2

. 2/C  
1
. 2/ 2

. 1/� : (80)
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The use of a product final state amounts to neglecting the effect of electron-electron
interaction, which is a good approximation only in the asymptotic regime (r12 !
1).

It should be noted that in our approach of solving the TDSE, we only need the
double-continuum wave functions in the asymptotic region for extraction of the final
momentum distributions. The correlation is thus included in the calculation at each
step, the only approximation is the identification of the momenta 1, 2 in the prod-
uct state with the asymptotic momenta of the two electrons. In other approaches,
such as time-independent perturbation theory, it is much more crucial to use an ac-
curate representation of the continuum. This can be achieved in a number of ways,
e.g., by using so-called 3C wave functions [145, 146] which consist of a product
of three two-body Coulomb functions. Another approach is to use the techniques of
exterior complex scaling (ECS) in combination with formal scattering theory, which
can be used to extract the double ionization amplitudes by a surface integral at the
edge of the box, where the product of Coulomb waves is again a good approxima-
tion if the box is large enough [140, 147, 148]. A third approach to get the double
ionization wave function is to use the J -matrix method to generate fully correlated
multichannel scattering wave functions for the single continuum and then obtain the
double ionization wave packet by subtracting the bound and singly ionized parts
from the total wave function [80].

Inserting the partial-wave expansion (79) into (80) and switching to coupled
spherical harmonics yields the double-continuum wave function in coordinate space,

�DC
1; 2

. 1; 2/ D
1X

L;M

1X
l1;l2

i l1Cl2e�i.�l1
C�l2

/ŒYLM
l1;l2

.˝k;1;˝k;2/�
� 1p

2

1

r1r2

� Œ�k1;l1
.r1/�k2;l2

.r2/Y
LM
l1;l2

.˝r;1;˝r;2/

C �k1;l1
.r2/�k2;l2

.r1/Y
LM
l1;l2

.˝r;2;˝r;1/� : (81)

In analogy, we construct the as a symmetrized product state of
a ˚n;l;m. / of the HeC ion and a Coulomb wave  . / with effective
charge Zeff D 1,

� SC
n;l;m; . 1; 2/ D 1p

2
Œ˚n;l;m. 1/ . 2/C˚n;l;m. 2/ . 1/� : (82)

Inserting the partial-wave expansion for the Coulomb wave and the coordinate rep-
resentation of ˚n;l;m. / yields the single-continuum wave function in coordinate
space. The bound state is not expanded into a function of a wave vector (as in (79)
for the continuum wave) leaving a Clebsch–Gordan coefficient from switching to
the coupled angular momentum representation,

� SC
n;l;m; . 1; 2/
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D
1X

L;M

1X
lkD0

lkX
mkD�lk

i lk e�i�lk ŒYlk
mk
.˝k/�

�hlmlkmkjl lkLM i 1p
2

1

r1r2

� Œ�n;l;.r1/�k;lk
.r2/Y

LM
l1;l2

.˝r;1;˝r;2/

C �n;l.r2/�k;lk
.r1/Y

LM
l1;l2

.˝r;2;˝r;1/� : (83)

By projecting the single- and double-continuum functions constructed in the previ-
ous section onto the fully correlated final state wave function, we obtain momentum
probability distributions. The electron momentum distribution for
is given by

P DI. 1; 2/ D P DI.k1; k2;˝k;1;˝k;2/ D
ˇ̌
h�DC

1; 2
j� i

ˇ̌2
: (84)

Using the expression (81) for the double continuum and (53) for the calculated wave
function (for whichM D 0 because of cylindrical symmetry) yields

P DI. 1; 2/

D 1

2

ˇ̌̌̌ 1X
L

1X
l1;l2

i�l1�l2 ei.�l1
C�l2

/
YL0

l1;l2
.˝k;1;˝k;2/

�
Z 1

0

Z 1

0

dr1 dr2RL
l1;l2

.r1; r2/Œ�k1;l1
.r1/�k2;l2

.r2/

C �k1;l1
.r2/�k2;l2

.r1/�

ˇ̌̌̌2
; (85)

where we used the orthonormality relation

hYLM
l1;l2

jYL0M 0

l 0
1

;l 0
2

i D ıLL0ıl1l 0
1
ıl2l 0

2
ıMM 0 (86)

for the evaluation of the angular part of the integral in position space, and the fact
that the Coulomb wave functions can be chosen real. Furthermore, we can use the
exchange symmetry for the wave function j i

RL
l2;l1

.r2; r1/ D .�1/.l1Cl2�L/RL
l1;l2

.r1; r2/ (87)

and obtain for the double ionization probability distribution
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P DI. 1; 2/ D
ˇ̌̌ 1X

L

1X
l1;l2

i�l1�l2ei.�l1
C�l2

/
YL0

l1;l2
.˝k;1;˝k;2/P

L
l1;l2

.k1; k2/

ˇ̌̌̌2
(88)

with

PL
l1;l2

.k1; k2/ D
p
2

Z 1

0

Z 1

0

dr1 dr2RL
l1;l2

.r1; r2/�k1;l1
.r1/�k2;l2

.r2/ : (89)

For the six-dimensional probability distribution we find a simi-
lar expression,

P SI.n; l;m; / D
ˇ̌̌̌ 1X

L

1X
lkD0

lkX
mkD�lk

.�i/lk ei�lk Ylk
mk
.˝k/

� hlmlkmkjl lkL0iPL
l1;l2

.n; k/

ˇ̌̌̌2
(90)

with

PL
l1;l2

.n; k/ D
p
2

Z 1

0

Z 1

0

dr1 dr2R
L
l1;l2

.r1; r2/�n;l.r1/�k;lk
.r2/ : (91)

Instead of using distributions differential in , it is equally possible
to use differential distributions, which can be described by the the same
expressions, except for the use of energy-normalized Coulomb functions �E;l (78)
instead of �k;l in (89) and (91).

The fully differential probability distributions (88) and (90) contain all the infor-
mation about the final state momenta of the electrons. Often, it is more interesting
to look at lower-dimensional distributions, obtained either by integrating out some
variables of the full distribution or by choosing specific in the six-dimensional
space.

Integrating out the angles˝1;˝2 in (88) gives the joint energy probability distribu-
tion for the two (ejected) electrons in a double ionization process

P DI.E1; E2/ D
1X
L

1X
l1;l2

ˇ̌̌
PL

l1;l2
.E1; E2/

ˇ̌̌2
: (92)

Further integrating over E1 or E2 gives the single-electron energy probability dis-
tribution for double ionization,

P DI.E/ D
Z 1

0

P DI.E1; E2/dE1 D
Z 1

0

P DI.E1; E2/ dE2 ; (93)
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i.e., the probability for one detected electron to have the energyE.

More detailed information about a double ionization event is provided by angular
differential distributions. The joint angular distribution is obtained by integrating
over the energies of both electrons,

P DI.˝k;1;˝k;2/ D
Z 1

0

Z 1

0

P DI.E1; E2;˝k;1;˝k;2/ dE1 dE2 : (94)

This gives the distribution in angles, regardless of the energies of the electrons. By
dropping the integration over one of the energies, one obtains the angle-energy prob-
ability distribution, which can reveal correlations between the angular and energy
degrees of freedom.

An additional observable of interest is the one-electron angular distribution,
which can be characterized by the anisotropy parameters ǰ , as shown in the follow-
ing. The one-electron probability distribution P DI.E1;˝k;1/ for one electron with
respect to the laser polarization axis is given by integrating (88) over E2 and ˝k;2.
Because of the total cylindrical symmetry in the system, the resulting one-electron
probability distribution is independent of the azimuthal angle '1. In the following,
we therefore integrate over '1, and consequently,P DI.E1; �1/ D 2
P DI.E1;˝k;1/,
and

P DI.E1; �1/ D
ZZZ

P DI.E1; E2;˝k;1;˝k;2/ dE2 d˝k;2 d'1 : (95)

Due to the indistinguishability of the two electrons it follows that

P DI.E1; �1/ D P DI.E2; �2/ D P DI.E; �/ : (96)

This expression can be characterized by the angular anisotropy parameters2
ǰ

(cf.,e.g., [92]) that are obtained by projecting P DI.E; �/ on Legendre polynomials
Pl .cos �/,

P DI.E; �/ D P DI.E/

1X
jD0

ǰ .E/Pj .cos �/ ; (97)

where the energy differential ionization probability P DI.E/ has been factored out
of the sum so that ˇ0.E/ D 1, as the integral over the Legendre polynomials is
zero for j ¤ 0. For ionization by a specified number of photons (i.e., if there is
no interference between processes with different photon numbers), the parity of the
wave function is well-defined, and the coefficients of Legendre polynomials with
odd j vanish. This can be seen in (101) from the 3j-symbol containing j , L and L0,
with all magnetic quantum numbers equal to zero (the ), which is
zero for odd j C LC L0. As L and L0 are either both odd or both even (L D 1 for

2 Often the labeling ˇ D ˇ2 and 	 D ˇ4 is used instead [79].
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one-photon transitions, L D 0; 2 for two-photon transitions, L D 1; 3; 5 for three-
photon transitions, . . . ), L C L0 is always even. Therefore, j also has to be even.
In addition, because of the triangle inequality in the parity 3j-symbol, the highest j
occurring in an n-photon transition from a state with L D 0 is j D 2n.

The anisotropy parameters can be expressed by inserting the electron momen-
tum distribution for double ionization (88) into (95) and analytically performing the
integration

P DI.E1; �1/ D
Z 1

0

Z
˝2

Z 2�

0

P DI.E1; E2;˝1;˝2/ dE2 d˝2 d'1

D
Z 1

0

Z
˝2

Z 2�

0

ˇ̌̌̌ 1X
L

1X
l1;l2

i�l1�l2ei.�l1
C�l2

/
YL0

l1;l2
.˝1;˝2/

� PL
l1;l2

.E1; E2/

ˇ̌̌̌2
dE2 d˝2 d'1 : (98)

For brevity we will use

DL
l1;l2

.E1; E2/ D i�l1�l2 ei.�l1
C�l2

/PL
l1;l2

.E1; E2/ (99)

in the following formulas. This corresponds to an expansion in our coupled basis
representation in energy space, thus expressing the doubly ionized wave function
�DI.E1; E2;˝k;1;˝k;2/ in coupled spherical harmonics,

�DI.E1; E2;˝k;1;˝k;2/ D
1X
L

1X
l1;l2

DL
l1;l2

.E1; E2/Y
L0
l1;l2

.˝k;1;˝k;2/ : (100)

The integrals over the angles can be performed analytically. The final result for
the angular probability distribution PDI.E1; �1/ is then

P DI.E1; �1/ D
X

j

X
L0;l 0

1

L;l1;l2

.�1/j�L�L0�l2
q
.2l1 C 1/.2l 01 C 1/.2LC 1/.2L0 C 1/

� .2j C 1/

�
l1 l

0
1 j

0 0 0

��
j L L0

0 0 0

��
j l1 l

0
1

l2 L
0 L

	
.DL0

l 0
1

;l2
/�DL

l1;l2

� Pj .cos �1/ : (101)

For j D 2 this formula coincides with the expression for ˇ parameters presented
by Kheifets et al. [92] and an analogous expression for ˇ parameters of two-photon
single ionization by Gribakin et al. [149].

175Simulation of the TDSE for Short Pulses Interacting with Three-Body Systems



Similar to the one-electron angular distribution for double ionization expressed in
terms of the anisotropy parameters, we define the analogous probability distribution
for single ionization by summing over the states of the bound electron

P SI.E; �/ D
X

n;l;m

Z
P SI.n; l;m;E;˝k/ d' ; (102)

with P SI.n; l;m;E;˝k/ defined in (90). The derivation is similar to the one for the
double ionization angular distribution,

 SI.n; l;m;E;˝k/

D
1X
L

1X
lkD0

lkX
mkD�lk

.�i/lk ei�lk Ylk
mk
.˝k/

�
l lk L

m mk 0

�
PL

l1;l2
.n;E/ ; (103)

with PL
l1;l2

.n;E/ given in (91) and the square brackets denoting a Clebsch–Gordan
coefficient. Instead of performing the integral over the continuum states of the sec-
ond electron, we take the sum over the bound statesZ

dE2 d˝k;2 �
X
n;l

lX
mD�l

: (104)

This yields
P SI.E; �k/ D

X
j

ǰ .E/Pj .cos �k/ ; (105)

with

ǰ .k/ D
X
n;l

X
L0;l 0

k

L;lk

.�1/j�L�L0�l
q
.2lk C 1/.2l 0

k
C 1/.2LC 1/.2L0 C 1/.2j C 1/

�
lk l

0
k
j

0 0 0

��
j L L0

0 0 0

��
j lk l

0
k

l L0 L

	 �
.�i/l

0
k e

i�
l0
kPL0

l 0
k

;l
.n; k/

��
� �.�i/lk ei�lkPL

lk ;l.n; k/
�
: (106)

The different bound states .n; l;m/ are summed up incoherently in (106). For a
fixed n; l;m, we get the probability distribution for the free electron associated with
production of the HeC ion in different excited (shake-up) states (e.g., 1s; 2s; 2p; : : :).
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Integrating (85) over all variables including E1 and E2 gives the total double ion-
ization yield. Up to prefactors, it also gives an approximation for the total double
ionization cross section for a suitably chosen pulse. The dependence on the pri-
mary photon energy is only implicit through the electromagnetic pulse entering the
propagation. Within a time-dependent calculation, the resulting double ionization
(DI) probability depends on the spectral distribution, i.e., the shape and duration
of the laser pulse, while the fundamental quantity of interest, the DI cross section
(DICS) at fixed frequency of the ionizing radiation does not. Extraction of the DICS
therefore requires special care. For the case of one-photon ionization, it is straight-
forward to relate the energy-dependent yield to the cross section. From a single
pulse, one can thus calculate the cross section for all energies contained within the
pulse [80, 102]. This is not possible (without additional approximations, such as
used in [106]) for two- or multiphoton ionization, since the relation between cross
section and yield contains an integral over intermediate energies. For the evalua-
tion of this integral, the intermediate states and energies would have to be explicitly
available. This is not easily possible in the current approach without losing the key
advantage of the time-dependent method of not having to construct intermediate
or final states explicitly. The simplest alternative is to use a sufficiently long pulse
with narrow spectral width and calculate the cross section from the total yield with
the approximation that it is constant over the width of the pulse. For this approxi-
mation to be valid, the spectral width of the pulse must be smaller than the energy
width over which the cross section significantly changes. We can check the con-
vergence by varying the pulse length. Figures 4 and 5 illustrate this for both the
joint two-electron energy distribution P DI.E1; E2/ (Fig. 4) and the integral (Fig. 5)
along lines of constant total energy E1 C E2 in Fig. 4 for three different pulses,
with durations of T D 1 fs (� 10 cycles), T D 4 fs (� 40 cycles), and T D 9 fs
(� 90 cycles). While the 4 fs pulse is sufficient to resolve the cross section a few
eV above the threshold, the shorter pulse (frequently employed, see [72,76,80,86])
results in averaging over the threshold region. Close to the sequential threshold, the
9 fs pulse, or even longer ones, are necessary to resolve the detailed structure of the
cross section.

Another requirement is that the pulse has to be weak enough such that lowest
order perturbation theory is applicable and that ground-state depletion can be ne-
glected. We therefore choose a peak intensity of I0 D 1012 W=cm2. Variation be-
tween 1011 W=cm2 and 1013 W=cm2 results in deviations for the total cross section
at 42 eV of less than 0:3%. For an intensity of 1013 W=cm2, the two-photon yield is
a factor of 104 higher than with 1011 W=cm2.

Another test for applicability of perturbation theory is the linear scaling of the
yield with the total duration T of the pulse, i.e., the transition rate must be propor-
tional to ˚.t/N , where ˚.t/ D I.t/=! is the photon flux and N is the minimum
number of photons required for the process to take place. The double ionization
yield is then given by
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P DI
nonseq D

Z 1

�1

dt �N˚.t/
N ; (107)

where �N is the total generalized N -photon cross section for double ionization of
He. Accordingly, the cross section is given by

�N 	
�
!

I0

�N
1

Teff;N

ZZZZ
dE1 dE2 d˝1 d˝2 P

DI.E1; E2;˝1;˝2/ ; (108)

where the effective time Teff;N for an N -photon process is defined as

Teff;N D
Z 1

�1

dt

�
I.t/

I0

�N

: (109)

For a sin2 pulse envelope and a two-photon process, Teff;2 is found to be 35T=128
[72, 80, 86]. (108) is valid for direct, i.e., nonsequential double ionization when no
on-shell intermediate state is involved.

The triply differential cross section (TDCS) for emitting one electron with energy
E1 into the solid angle ˝1, while the second one is emitted into ˝2 follows from
(108) as

d�N

dE1 d˝1 d˝2

D
�
!

I0

�N
1

Teff;N

Z
dE2 P

DI.E1; E2;˝1;˝2/ : (110)
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(a) 1 fs sin2 pulse
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(b) 4 fs sin2 pulse
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(c) 9 fs sin2 pulse

Energy distribution after two-photon double ionization from three different laser pulses with
a mean energy of h!i D 42 eV. All three pulses have a sin2 envelope for the vector potential,
with total durations (a) 1 fs (� 10 cycles), (b) 4 fs (� 40 cycles), (c) 9 fs (� 90 cycles). The
distributions are centered around the line E1CE2 D 2 h!i � I1� I2 � 5 eV. The width of the
distribution directly shows the energy uncertainty due to Fourier broadening.
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(b) 4 fs sin2 pulse
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(c) 9 fs sin2 pulse

Total energy distribution P DI.Etot/ and Fourier spectra of 1 fs, 4 fs and 9 fs sin2 laser
pulses. P DI.Etot/ is the integral over lines with Etot D E1 C E2 from Fig. 4. The left and
lower axes describe P DI.Etot/, the right and upper axes describe jF.!/j

2, the Fourier transform
of A.t/. For the 4 fs and 9 fs pulses, the double ionization probability directly reflects the Fourier
spectrum. For the shorter pulse the electron energy distribution is strongly influenced by the energy
dependence of the cross section (cf. Fig. 6).

In the limit of an infinitely long laser pulse with well-defined energy (i.e., a delta-
like spectrum), (110) becomes equivalent to�

!

I0

�N
1

Teff;N

Z
dE2 P

DI.E1;˝1;˝2/ı.E0 CN„! � E1 � E2/ ; (111)

where E0 is the ground-state energy. It is worthwhile to mention that unlike the
joint two-electron energy distribution, the TDCS as calculated by (110) is, within
reasonable limits, insensitive to the pulse shape used in the time-dependent approach
since the Fourier width of the pulse is accounted for by the integration over the
energy of the second electron.

Instead of specifying one of the energies and integrating over the other, it is also
possible to specify energy (or momentum) sharing. For that purpose, we transform
from the usual coordinates .E1; E2/ to .Etot; ˛/, withEtot D E1 CE2 and tan.˛/ D
E1=E2. For a fixed value of ˛, the integration is performed over the total energy
Etot, i.e., along straight lines through the origin in Fig. 4. This results in the TDCS
at fixed energy sharing (the frequently investigated case of equal energy sharing
corresponds to ˛ D 
=2).

Two-photon double ionization (TPDI) of helium is one of the simplest multipho-
ton processes involving electron correlation. Consequently, TPDI of atomic helium
has been the subject of intense theoretical studies in the past few years [45–47, 63–
108, 114, 150]. Most of the existing literature deals with either (i) cross sections
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in the regime of TPDI, or with (ii) the effects of ultrashort (attosec-
ond) XUV pulses in the regime of TPDI. Although the cross sections
for nonsequential TPDI have attracted a significant amount of interest by theoreti-
cians, the published results show large discrepancies. However, in the last few years,
agreement has been observed between some quite different approaches for which
the convergence has been extensively tested [45, 98, 106]. There are much fewer
experimental studies as of yet, all of which are concerned with the nonsequential
regime [99, 109–112]. For these, the experimental uncertainties are still too large to
help in resolving the discrepancies in the theoretical results.

Calculations for two-photon ionization employ either a time-independent (TI)
or a time-dependent (TD) approach. TI methods involve either lowest-order pertur-
bation theory (LOPT) or R-matrix Floquet theory, and are only applicable in the
limit of (infinitely) long pulses. TD methods are based on a direct solution of the
time-dependent Schrödinger equation and are therefore not restricted to any given
order of the perturbation or pulse duration. The results we present in the following
are mostly calculated at moderate intensities of the XUV field (� 1012 W=cm2).
At this intensity, corrections to LOPT are expected to be small. The decisive ad-
vantage of TD methods here stems from a different aspect. Namely, TI calcula-
tions of processes involving correlated two-electron final states in the continuum,
�

1; 2
. 1; 2/, require the knowledge of the final state in the entire configuration

space in order to calculate the two-photon transition amplitude t .2/
i! 1; 2

. As the
numerical or analytical determination of accurate correlated continuum final states
remains a challenge, evaluation of t .2/

i! 1; 2
involves, inevitably, additional approx-

imations that are difficult to control. Adding the time as an additional degree of
freedom to the six spatial dimensions of the two-electron problem allows one to
bypass the determination of �

1; 2
. Instead, we propagate the wave packet for suf-

ficiently long times such that we can extract the relevant dynamical information
entirely from the asymptotic region where electron correlations become negligible.
Moreover, residual errors can be controlled by systematically varying the propaga-
tion time. This advantage comes along with a distinct disadvantage: Results will, in
general, depend on the time-structure imposed on the external perturbation, specifi-
cally on the duration and temporal shape of the XUV pulse. A comparison with TI
calculations on the level of (generalized) cross sections therefore requires a careful
extraction of information and checks of the independence from pulse parameters.

The nature of the two-photon double ionization (TPDI) process depends strongly on
the photon energy „!. In order to doubly ionize the helium atom, „! has to be large
enough so that two photons can fully ionize the atom, i.e., 2„! > I1 C I2 D �E0,
where I1 	 24:6 eV and I2 	 54:4 eV are the first and second ionization potential
of helium, while E0 	 �79 eV is the total ground-state energy. In a “long” pulse
with an approximately delta-like energy spectrum, there are two distinct regimes of
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TPDI, depending on the photon energy. In “real” pulses with finite spectral width,
the photon energy is described by a distributionF.!/. The following arguments thus
depend on the assumption that the width of that distribution is sufficiently small for
the regime to be identified unambiguously.

For „! > I2, one photon has enough energy to ionize the HeC ion in its ground
state. In this regime, an independent-particle picture is applicable: each electron ab-
sorbs one photon and electron-electron interaction is a priori not required for dou-
ble ionization to occur. Therefore, the double ionization can proceed in two well-
separated steps, and this energy regime is called the regime. The first
electron is ejected with energyE1 D „!� I1, carrying with it the energy contained
in the electron-electron interaction in the ground state. At a later time, when the first
electron is well separated from the remaining ion, the second electron is ejected with
the energy E2 D „! � I2. In long pulses, this is the dominant process, leading to
an electron energy spectrum with two sharp peaks at E1 and E2. In the limit of low
pulse intensities, where depletion can be neglected, the total yield is proportional
to the square of the pulse duration (P DI

seq / T 2), taken to be the signature of the
sequential (two-step) nature of the process.

For high photon energies, different sequential pathways become accessible. The
first photon absorption can produce in the remaining HeC ion, leaving it
in an excited state, with the second absorption proceeding from this excited state.
These pathways are accessible for the sequential process when one photon provides
enough energy to strip one electron from the atom and simultaneously excite the ion
to a higher state, i.e., if „! > I1 C En, where En D .2� 2=n2/ a:u: is the excitation
energy to the nth shell of the HeC ion. In long pulses and for high photon energies,
this leads to shake-up satellite lines in the electron energy spectrum [151]. While the
first ionization potential is increased for shake-up ionization, the second ionization
potential is decreased (I 02 D I2=n

2). Consequently, the peak positions E 01 D „! �
I1�En,E 02 D „!�I2CEn are different from those without shake-up, but the overall
picture of sequential and independent photoionization events remains unchanged.
There are, however, two reasons why some correlation between the electrons can
be expected even for long pulses: for one, the electron that is emitted later is
than the first electron in the shake-up pathway. If the electrons are emitted in the
same direction, the second electron can thus collide with the first one, modifying
the independent-particle behavior. In addition, the excited states of the HeC ion are
(almost) degenerate in angular momentum, such that the HeC ion can remain in
a superposition of excited states, with the coefficients depending on the emission
angle of the first electron. This can also cause nonvanishing angular correlation
between the electrons even in very long pulses. As the photon energy approaches
the threshold for one-photon double ionization at „! D �E0, successively higher
shake-up states become accessible. However, the probability for shake-up quickly
decreases with the quantum number n of the intermediate excited state, such that
typically, only the first few excited states play a role even if more are energetically
accessible.

If the photon energy „! is smaller than the second ionization potential I2, the
sequential process can not occur. The two photons still provide enough energy to
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doubly ionize the helium atom, but only if the two electrons share the available
energy. This regime is called the regime. This implies that the pro-
cess can only happen if both photons are absorbed almost simultaneously. The two
consequences of this are that the energy of the intermediate state, which is only
populated transiently, does not need to be „! C E0 (because of the quantum me-
chanical time-energy uncertainty), and that the electrons can interact and exchange
energy. Consequently, the asymptotic energies of the electrons in the final state do
not have to be E1 D „! � I1 and E2 D „! � I2 (where for „! < I2, E2 would
be negative and therefore not correspond to a free electron). Because the photons
have to be absorbed quasi-simultaneously, the total double ionization yield in the
nonsequential regime is linearly proportional to the pulse duration, P DI

nonseq / T as
long as depletion can be neglected.

It should be stressed that even in the sequential spectral regime, there are nonse-
quential contributions to the total double ionization which can be identified by their
linear scaling with T . In particular, final states where the electron energies are not
at the sequential peaks are only reached by nonsequential processes.

In Fig. 6, we compare the present results for the total cross section with various pub-
lished data. In order to achieve converged values, the spectral bandwidth of the laser
pulse used to calculate the cross section (according to (108)) has to be sufficiently
small. The spectral width of the pulse depends both on the pulse shape as well as on
the total duration of the pulse. The laser pulses had a sin2 envelope, defined by

f .t/ D
�

sin2
�
.
=T /t

�
0 < t < T;

0 otherwise.
(112)

As the threshold for sequential TPDI is approached, successively longer pulses
are necessary to resolve the rapidly growing cross section. The present results
in Fig. 6(a) were obtained with 4 fs pulses for „! 
 51 eV, 11 fs pulses for
„! 
 53 eV and 20 fs pulses for „! D 53:5 eV and „! D 54 eV. The calcula-
tions were performed with different box sizes depending on the pulse duration, with
rmax D 240 a:u: for the smallest boxes and rmax D 1400 a:u: for the largest boxes.
The FEDVR elements contained 11 basis functions each and spanned 4–4:4 a:u:.
The maximum angular momentum values used were Lmax D 3 for the total angular
momentum and l1;max D l2;max D 7 for the individual angular momenta. The peak
intensity was chosen as I0 D 1012 W=cm2. The ionization yields were extracted at
least 1 fs after the pulse. The projection error should be less than 2% [45].

For photon energies below around 50 eV, the total cross section for TPDI is a rel-
atively smooth function of photon energy, showing an approximately linear increase.
Above the threshold for sequential TPDI (54:4 eV), the cross section is not defined,
as the yield then scales with the square of the pulse duration, whereas a cross sec-
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pulse that we calculated at each energy (see text), all with a peak intensity of 1012 W=cm2. For
the results of Foumouo et al. [80], (NC) labels the results obtained by projecting onto uncorrelated
Coulomb waves, while (FC) labels the results obtained using the J -matrix method. (b) shows the
results obtained with ten-cycle pulses compared to other approaches using the same pulses. The
results of Hu et al. [76] were rescaled by a factor of 128=70 in order to include the correct Teff.

tion requires linear scaling with pulse duration. In order to extract the cross section
close to the threshold, it is therefore necessary to ensure that the spectral width of
the pulses is small enough such that the total yield only contains negligible contri-
butions from the sequential process. By using successively longer pulses, we were
able to resolve the threshold behavior up to less than one eV below the threshold,
with the result for 53:5 eV being converged for T D 20 fs. In order to resolve the
behavior for energies even closer to the threshold, still longer pulses would have to
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be used, which becomes prohibitively expensive. Close to the sequential threshold,
the sequential process is possible and the electrons only have to exchange
very little energy, leading to the observed rise in the cross section. This has been
called the signature of the “virtual” sequential process [93].

The present results show a more pronounced variation with photon energy than
other results obtained by direct integration of the time-dependent Schrödinger equa-
tion. This can be easily explained by the fact that most previous work employed ten-
cycle pulses. At photon energies of 42–54 eV, this corresponds to about 1 fs total du-
ration, and consequently, a spectral width (FWHM) of about 6 eV (for sin2 pulses).
The results are therefore an average over a rather large energy window. In contrast,
we use pulses of up to 20 fs duration with a narrower spectrum (FWHM � 0:3 eV).
To facilitate comparison with previous calculations, we have also performed a calcu-
lation using ten-cycle pulses (Fig. 6(b)) for which we indeed find better agreement.
The pulse duration dependence becomes, in particular, critical near the threshold for
sequential ionization at 54:4 eV.

We compare our results with data from both time-dependent and time-indepen-
dent approaches. Laulan and Bachau [72] solved the TDSE by means of a B-spline
method and an explicit Runge–Kutta propagation scheme. The double ionization
probability was obtained by projecting onto uncorrelated Coulomb functions. They
also included first-order correction terms in the representation of the double contin-
uum (thus partly taking into account radial correlations). However, they found little
difference with respect to the uncorrelated functions, as expected from our inves-
tigations. Hu, Colgan, and Collins [76] solved the time-dependent close-coupling
equations using finite-difference techniques for the spatial discretization and the
real-space product formula as well as a leapfrog algorithm for temporal propaga-
tion. The double ionization probability was also extracted by projection onto uncor-
related Coulomb waves. Guan, Bartschat and Schneider [100] used an approach very
similar to ours, employing the FEDVR and using the Lanczos method for time prop-
agation. Palacios et al. [106] also used an FEDVR basis, combined with a Crank-
Nicholson time propagator. They extracted the double ionization yields by applica-
tion of exterior complex scaling (ECS) and a formal propagation to t ! 1. The
volume integral for extraction of the momentum distribution can then be rewritten
as a surface integral, performed at asymptotic distances to the core. The resulting
amplitudes thus also include correlation.

Foumouo et al. [80] employed a spectral method of configuration interaction type
(involving Coulomb–Sturmian functions) and an explicit Runge–Kutta time propa-
gation to solve the TDSE. The double ionization probability is calculated by closure,
i.e., by subtracting the singly ionized states from the total wave function and taking
the remaining probability as the double ionization probability. The singly ionized
states were constructed by using the J -matrix method, which should contain angular
and radial correlations to the full extent (labeled FC in Fig. 6). In addition, they also
performed projection on the uncorrelated product of Coulomb waves (labeled NC
in Fig. 6). The results of Ivanov and Kheifets [88] are based on the time-dependent
convergent close-coupling (CCC) method, taking into account correlations in the
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final state to some degree. Nikolopoulos and Lambropoulos [86] solved the TDSE
using an expansion in correlated multichannel wave functions.

Within the time-independent methods, Nikolopoulos and Lambropoulos [68] ap-
plied lowest-order non-vanishing perturbation theory (LOPT) to determine the gen-
eralized cross sections. Feng and van der Hart [73] employedR-matrix Floquet the-
ory in combination with B-splines basis sets. The data from Horner et al. [93, 98]
also result from LOPT calculations. They solved the Dalgarno–Lewis equations for
two-photon absorption in LOPT employing exterior complex scaling (ECS) and also
account for correlation in initial, intermediate, and final states.

Overall, our results are in reasonable to good agreement with those of [72, 73,
76, 80, 98, 100, 106] while sizable discrepancies exist in comparison with those
of [68, 86] as well as those of [80] in which corrections due to final-state corre-
lations are included. Clearly, the degree of convergence of the present results on the
few percent level preclude any change of cross section by a factor of 5 � 10, which
would be necessary to obtain values of the same magnitude as [68,80,86]. This con-
clusion can be supported by analyzing the radial wave packet without converting to
momentum space (not shown, cf. [44, 45]). The only other calculations approach-
ing the threshold for sequential TPDI are those by the Berkeley group [93, 98, 106],
which also show the strong increase of the total cross section as the threshold is
approached. In particular, the data of Palacios et al. [106] agree with ours almost
perfectly up to 52 eV. The deviation at 53 eV can be explained by the fact that they
used pulses of total duration T D 3 fs, while we used longer pulses up to T D 20 fs
close to threshold.

The experimental values of Hasegawa, Nabekawa et al. [109, 110] at 41:8 eV
and of Sorokin et al. [111] at 42:8 eV (cf. Fig. 6) are compatible with most of the
theoretical data. Antoine et al. [99] provide an experimental lower bound for the
cross section at 41:8 eV, which is right at the value of the cross section obtained by
most time-dependent approaches. Due to the experimental uncertainties (e.g., the
harmonic intensity in [109,110] or the assumptions on the pulse shape and focusing
conditions in [111]), the currently available data are not sufficient to strongly support
or rule out any of the theoretical results.

We turn now to the triply differential cross section (TDCS), the quantity most
sensitive to the level of the underlying approximations. The present results show
qualitative agreement with the published data [76, 88, 98, 106], but there are some
pronounced quantitative differences. While the prominent back-to-back emission
lobe (anti-)parallel to the laser polarization direction is well reproduced in most cal-
culations (Fig. 7), the angular distribution for less favored emission directions (e.g.,
�1 D 90ı) differs significantly from other calculations. One reason is the sensitivity
to the partial wave expansion. In contrast to the cross section, the TDCS needs
a larger number of angular momentum combinations .L; l1; l2/ in the expansion of
the wave function to converge. In order to resolve angular correlations in the TDCS,
it is necessary to use large expansions in single electron angular momenta. More
specifically, good convergence of the TDCS is only reached for values as high as
l1;max D l2;max D 7 (cf. [45]), which exceeds the angular momentum content of
most other calculations [76, 88].
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Comparison of triply differential cross sections (TDCS) at 42 eV photon energy. Our data
are obtained from (110), at E1 D 2:5 eV, i.e., equal energy sharing, using a 4 fs sin2 laser pulse. In
comparison, the results of Hu et al. [76], Ivanov and Kheifets [88], Horner et al. [98], and Palacios
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1 of the first electron. The
angular momentum expansion used values of Lmax D 4 and l1;max D l2;max D 9. The radial box
had an extension of 400 a:u:, with FEDVR elements of 4 a:u: and order 11.

The data by Palacios et al. [106] were obtained from a 550 as pulse, for which
the extracted total cross section is somewhat larger than in the converged case. After
rescaling by a factor of 0:8 to account for this difference, the data agree almost per-
fectly with ours, owing to the fact that they used a similarly large angular momen-
tum expansion. Horner et al. [98] solve the Dalgarno–Lewis equations for LOPT
using an exterior complex scaling technique. In order to produce converged results,
a small imaginary part has to be added to the photon energy in the first step of the
calculation. The obtained results then have to be extrapolated to zero imaginary part,
leading to some uncertainty in the relative phases of different contributions, which
strongly influence the TDCS. Ivanov and Kheifets [88] take correlation in the fi-
nal states into account using a convergent close-coupling (CCC) method. While the
magnitude of their results is similar to those presented here, the shape differs consid-
erably. In particular, they find significant probability for emission of both electrons
in the same direction (�1 D �2), where the mutual repulsion of the electrons should
be strongest. Foumouo et al. [105] calculated the TDCS for equal energy sharing at
45 eV photon energy using two different methods. The results obtained by project-
ing the final wave function on products of Coulomb waves resemble ours (not shown
here for 45 eV, but the behavior is similar as for 42 eV). However, when correlation
in the final state is taken into account using their J -matrix method, the results are
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much larger in magnitude (as for the total cross section, cf. Fig. 6) and display a
shape reminiscent of the one obtained by Ivanov and Kheifets [88], with the same
surprising feature of emission in the same direction at equal energy sharing.

The (two-photon) sequential ionization yield can be written as

P DI
seq D

Z 1

�1

dt �1˚.t/

Z 1

t

dt 0 �2˚.t
0/ ; (113)

where �1 is the one-photon cross section for single ionization of He, and �2 is the
one-photon cross section for ionization of the HeC ion. Using the symmetry of the
integrand yields

P DI
seq D �1�2

1

2

�Z 1

�1

dt˚.t/

�2

D �1�2I
2
0

2!2
.Teff;1/

2 ; (114)

which is proportional to the square of the total pulse duration. It is therefore impos-
sible to define a cross section in the usual sense and one needs to examine angular
and energy distributions to understand the physical process at play. The effect of the
duration of the laser pulse on the double ionization is shown in Fig. 8. In this part,
we label the pulses by the FWHM of the electric field envelope, which is the more
common value for ultrashort pulses.
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The effect of the pulse duration can be seen even more clearly in the joint proba-
bility PDI.E1; E2/ distribution in the plane of electron energies, This clearly reveals
the breakdown of the sequential ionization picture with decreasing pulse duration
(Fig. 9).

For long pulses (T D 3 fs), two distinct peaks signifying the emission of the
“first” electron with energy E1 D „! � I1 (with I1 the first ionization potential)
and the “second” electron with E2 D „! � I2 are clearly visible.

Contributions from shake-up satellites with energies E 01 D „! � I1 � En and
E 02 D „!�I2CEn are below the one-percent level and barely discernible. For pulses
of the order of one hundred attoseconds a dramatically different picture emerges:
The two peaks merge into a single one located near the point of symmetric energy
sharing Es D „! � .I1 C I2/=2.

It should be noted that this is not simply due to the Fourier broadening of the
pulse. Instead, the close proximity in time of the two emission events allows for
energy exchange between the two outgoing electrons representing a clear departure
from the independent-particle behavior. Differently stated, the time interval between
the two ionization events is too short for the “remaining” electron to relax to a
stationary ionic ground (or excited) state. In the limit of ultrashort pulses the notion
of a definite time ordering of emission processes loses its significance, as does the
distinction between “sequential” and “nonsequential” ionization.

The attosecond-pulse-induced dynamical electron correlation becomes more
clearly visible in the joint angular distribution P DI.�12; �1/ (Fig. 10), where �1 is
the polar emission angle of one electron, chosen in the following to coincide with
the polarization axis of the XUV pulse (�1 D 0ı), and �12 is the angle between
the two electrons (here and in the following we choose coplanar geometry with
�1 D �2 D 0). In the limit of “long” pulses .T & 3 fs), the joint angular dis-
tribution is the product of two independent Hertz dipoles, each of which signifies
the independent interaction of one electron with one photon. Consequently, also the
conditional angular distribution P DI.�12; 0/ corresponds to a Hertz dipole. With de-
creasing pulse duration, P DI.�12; 0/ displays strong deviations and develops a pro-
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Conditional angular distributions P DI.
12; 
1/ at 
1 D �1 D �2 D 0ı of ejected elec-
trons for different pulse lengths at 70 eV photon energy. The innermost (solid blue) line is for
75 as FWHM pulse duration, with successive lines for 150 as, 300 as, 450 as, 750 as, 1500 as,
and 3000 as FWHM pulse duration. The outermost line is the dipolar (cos2.
1/) distribution ex-
pected in the independent-particle limit of very long pulses. The distributions have been normalized
to a maximum value of one for better comparison.

nounced forward-backward asymmetry. The conditional probability for the second
electron to be emitted in the same direction as the first is strongly suppressed. For
T of the order of a hundred attoseconds, the two electrons are emitted back to back.
It is worth noting that the strong preference for emission in opposite directions per-
sists after integration over the emission energies. Nevertheless, approximately equal
energy sharing dominates (see Fig. 9). Thus, the dominant break-up mode induced
by an attosecond pulse corresponds to ejection of the two electrons at 180 degrees,
the so-called “Wannier ridge” configuration [152].

It is now instructive to inquire into the strong electron correlation observed for
short pulses. Three different sources can be distinguished:

(i) Initial-state correlations in the helium ground state. Due to Coulomb repul-
sion, the electrons in the ground state are not independent of each other. For
extremely short pulses, two-photon double ionization can thus be interpreted
as a pump-probe setup that maps out the position (and momentum) of the sec-
ond electron before it has time to relax to a spherically symmetric one-electron
state.

(ii) Induced dipole polarization in the intermediate bound-free complex. When
the first electron leaves the core, its electric field induces polarization of the
remaining ion, leading to an asymmetric probability distribution of the second
electron.

(iii) Final-state electron-electron interaction in the continuum. After the second
electron has been released within the short time interval T as well, the mutual
repulsion may redirect the electrons towards a back-to-back configuration.

While the dividing line between those mechanisms is far from being sharp,
the present time-dependent wave packet propagation allows to shed light on their
relative importance since they occur on different time scales. Relaxation of the
ground-state correlations (i), i.e., of the deviation of the joint angular distribution
PDI.˝1;˝2/ from a product of two spherically symmetric distributions is expected
to occur on the time scale of the orbital period of the residual electron. As the re-
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maining one-electron wave function will be mostly in the n D 1 and n D 2 shells,
the uncertainty principle shows that the relevant timescale is approximately 16 as.
Therefore, ground-state correlations will become clearly visible only for pulses with
durations much shorter than one hundred attoseconds, shorter than those investi-
gated here. The time scale for induced dipole polarization (ii) can be estimated by
the time the first electron takes to escape to a distance larger than the radial extent
of the residual wave function forming a dipole (hri 	 3 a:u: in n D 2). Choosing
a somewhat arbitrary distance of 10 a:u:, the time necessary for the first electron to
reach this distance after absorbing a 70 eV photon is about 120 as and thus of the or-
der of the pulse lengths T considered. For higher photon energies, the first electron
escapes to the same distance in a shorter time, decreasing the importance of this
effect. In order to verify this, we have performed calculations at photon energies
of 70; 91; 140, and 200 eV for a pulse duration of 75 as FWHM. Fig. 11(a) demon-
strates that for higher energies, the asymmetry of the joint angular distribution is
indeed strongly reduced.

Long-range Coulomb interactions in the continuum (iii) extend over much longer
timescales which also strongly depend on the relative emission angles and energies
of the electrons, i.e., j 1 � 2j. For example, for two electrons ejected in the same
direction and with similar energies, the interaction will last much longer than for
ejection in opposite directions. This can be verified by using an ultrashort pulse to
start a two-electron wave packet in the continuum and observing the evolution of the
joint angular distribution after the laser pulse is switched off (Fig. 11(b)). Directly
after the pulse, the distribution of the electrons shows a decreased probability for
ejection on the same side of the nucleus (primarily because of (ii)), but the lobes in
forward and backward direction still mostly retain the shape expected from a dipole
transition. As continuum final-state interactions persist, the joint angular distribution
develops a pronounced dip at equal ejection angle as time passes. The change at
larger relative angles is almost negligible.

One remarkable feature of the conditional angular distribution is the persistence
of the nodal plane at � D 90ı. While correlation effects strongly perturb the shape
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Conditional angular distributions of ejected electrons after an XUV pulse. (a) For a du-
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show the distribution integrated over, respectively, energy and angle.

of the independent-particle dipolar shape, the nodal plane expected for the angular
distribution of two electrons absorbing one photon each is approximately preserved.
This is in contrast to one-photon double ionization, where necessarily only one elec-
tron absorbs energy from the photon and electron ejection at normal angle to the
polarization axis is indeed observed [67, 153, 154].

Additional insights can be gained from a different projection of the two-electron
momentum space distribution onto the energy-angle plane,

P DI.E1; �12; �1 D 0ı/ D
Z
P DI.E1; E2;˝1;˝2/ dE2 ; (115)

in coplanar geometry .�1 D �2 D 0ı) and for �1 D 0ı. While for long pulses the
energy of the emitted electrons (E1) is independent of the relative emission angle
(Fig. 12(c), strong energy-angle correlations develop for short (T 
 500 as) pulses.
The dominant emission channel is the back-to-back emission at equal energy sharing
(E1 	 30 eV). This corresponds precisely to the well-known Wannier ridge riding
mode [152], previously observed in e-2e ionization processes [155] and also invoked
in the classification of doubly-excited resonances [156]. Because of the large insta-
bility of the Wannier orbit its presence is more prevalent in break-up processes than
in quasi-bound resonances. A second subdominant but equally interesting channel
opens for short pulses at �12 D 0ı, i.e., emission in the same direction. One of the
electrons is slowed down while the other one is accelerated, i.e., the fast electron
is “pushed” from behind by the slower electron. The slower electron thus transfers
part of the energy absorbed from the photon field to the faster electron. This is the
well-known [157–159] first observed by Barker and Berry
in the decay of autoionizing states excited through ion impact [160].
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The question of the validity of the Born-Oppenheimer approximation when mole-
cules are exposed to ultrashort laser pulses is of considerable interest. For molecules
containing more than one electron, the situation can become exceedingly complex
as the absorption of photons, the relative energies of the electrons, the electronic in-
teraction and the nuclear motion play against one another in a subtle manner. For a
one electron molecule, HC2 , there are many simplifications. Since only one electron
is ejected, the inter-electronic aspects of the ionization are not present and the ques-
tion reduces to whether the electron can escape from the molecular core sufficiently
quickly that the absorption of the photons and the dynamics of the nuclei are basi-
cally decoupled. Clearly, if the electron is ionized with very small kinetic energy,
there is the possibility of significant nonadiabatic effects. Conversely, if the elec-
tron moves out of the interaction region rapidly, the nuclei are likely to impulsively
fly apart and be governed primarily by simple classical dynamics. To examine this
question, the four dimensional .x; y; z; R/, time-dependent Schrödinger equation
(TDSE) was solved using the FEDVR/Real-Space-Product (RSP) technique [135],
including the dynamical motion of the nuclei.

Specifically, we exposed the target to linearly polarized light at arbitrary angles
with respect to the molecular axis. Calculations were performed at different angles
and photon energies („! D 50 eV–630 eV) to investigate the energy and orienta-
tion dependence of the photoionization probability [50, 161]. While we have not
yet seen any major evidence of non-Born–Oppenheimer behavior, we have uncov-
ered some quite interesting physics. At a photon energy of „! D 50 eV, there is
a strong orientation dependence of the photoionization probability of HC2 . At this
energy, the ejected photoelectron is emitted “tilted” with respect to the molecular
axis. This ionization anisotropy then appears to vanish at higher photon energies
(„! � 170 eV). When these higher-energy XUV pulses are polarized perpendic-
ular to the internuclear axis, a “double-slit-like” interference pattern is observed.
However, we find that the diffraction angle only approaches the classical formula
�n D sin�1.n�e=R0/ when n�e becomes less than 65% of the internuclear distance
R0, where n is the diffraction order and �e is the wavelength of the released electron.
The observations are explained by the different geometric “cross-sections” seen by
the photo-ejected electron in the half-scattering process of leaving the molecule.
The results illustrate the possibility of employing attosecond pulses to perform pho-
toelectron microscopy of molecules.
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As an initial condition, we choose the ground state of 4D HC2 , determined using
imaginary time (ITW t ! i) propagation of (1). Under the transformation to imag-
inary time, an initial arbitrary wave packet will evolve into the ground-state wave
function for sufficiently long propagation times. As shown in Fig. 13(a) and (b),
the total energy and the expectation value of the internuclear distance hRi approach
E0 ' �0:59 a:u: and hRi ' 2:02 a:u: respectively. The errors are within 2% of the
analytical values (E0 ' �0:603 a:u: and hRi ' 2:00 a:u:). The ground-state proba-
bility density is plotted in the xy-plane and the xR-plane in Fig. 13(c) and (d), with
the internuclear distance along the x-axis.

We first consider linearly-polarized, attosecond XUV pulses in the xy-plane at a
photon energy of „! D 50 eV at any angle � with respect to the molecular axis
R. The driving radiation is a sin2 pulse with a total duration of 500 as and a field
strength of about 0:53 a:u:. The case of � D 0ı (� D 90ı) corresponds to the laser
polarization parallel (perpendicular) to the molecular axis. Figure 14 traces the dy-
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 D 45ı relative to the molecular axis
in the xy-plane (solid/green line), respectively. A strong orientation dependence of the ground-
state depletion is observed for such conditions.

namics of the ground-state population for three cases: parallel (� D 0ı) [red/dash-
dotted line], perpendicular (� D 90ı) [blue/dashed line], and “tilted” (� D 45ı)
[green/solid line]. As the ground-state population is gauge-dependent, one has to
be careful concerning the physical interpretation of features seen in the figures. We
have chosen to use the length gauge, which typically shows much larger oscillations
than the velocity gauge. The ground-state populations adiabatically follow the field
variation due to polarization effects, but with a doubled frequency because both the
positive and negative oscillations of the field polarize the ground state in the same
way. At the end of the XUV pulse, we observe three times more ground-state deple-
tion from the perpendicular as compared to the parallel orientation, with the “tilted”
(� D 45ı) case lying in between. While the intermediate polarization (the “dips”)
behaves similarly in all three cases, the ionization probabilities differ considerably.
In the parallel case, the field-driven wave function returns almost entirely to the
ground state. In the perpendicular configuration, the ground state is more strongly
depleted, as shown by the continuously decreasing population peaks [blue/dashed
line].

To better understand the dependency on orientation, we calculated the total en-
ergy change .hH0i � E0/ while the pulse was interacting with the molecule. Fig-
ure 15 shows the results for the three cases. The high-frequency oscillations are
a numerical artifact and should be ignored. The perpendicular orientation substan-
tially enhances the energy exchange between the field and the molecule, yielding
more than three times the energy absorption of the parallel (� D 0ı) case. Greater
energy absorption at � D 90ı implies a larger excitation/ionization probability,
which is consistent with the larger ground-state depletion seen in Fig. 14.
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The molecular system
energy change [hH0i �E0]
during the attosecond pulse
interaction („! D 50 eV,
T D 500 as), for polarization
parallel (dash-dotted/red line),
perpendicular (dashed/blue
line), and at 45ı relative to
the molecular axis in the
xy-plane (solid/green line),
respectively. Note, the very
high frequency oscillations
are a numerical artifact.
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Electron probability densities of HC
2 at the end of the attosecond XUV pulse („! D

50 eV) for (a) polarization parallel to the molecular axis and (c) perpendicular to the molecular
axis. The corresponding momentum distributions of the ejected photoelectrons are shown in (b)
and (d), respectively. The ionization probability is three times higher for perpendicular polarization
than for parallel polarization.

Snapshots of the probability density in the xy-plane of configuration space are
plotted in Fig. 16(a) and (c) at the end of the XUV pulse for � D 0ı and 90ı. The
corresponding momentum distributions are shown in Fig. 16(b) and (d), respec-
tively. By integrating the electron probability in regions greater than � 5 bohr from
the molecular center, one finds, not unexpectedly, that the ionization probability
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the polarization axis, which is a result of the orientation dependence of attosecond photoionization
of HC

2 .

becomes more than three times higher in the perpendicular than the parallel case.
Overall, the ejected electron momentum spectrum is dominated by single-photon
absorption, i.e., a peak at „! � IP D EK ' 20 eV. Therefore, the observed ion-
ization difference between orientations is independent of the XUV pulse intensity.
Although electrons are ejected in line with the XUV pulse polarization for these
two cases, slightly different features arise. For example, small-amplitude features
appear at large angles in the parallel case [Fig. 16(a) and (b)], associated with the
(half-)scattering of the electron between the two scattering centers. This feature is
absent in the perpendicular case although the more extended distribution in the mo-
mentum spectrum may mask weak scattering signatures.

The orientation dependence of HC2 photoionization observed above has a con-
sequence for a generally “tilted” pulse polarization in that the direction of electron
ejection and the XUV polarization can differ. To illustrate this, we have plotted
the probability density snapshots in Fig. 17(a) for the case of � D 45ı as well as
the corresponding ionization momentum spectrum [Fig. 17(b)]. Instead of aligning
with the XUV polarization direction, the probability density for the ejected elec-
tron now peaks at � ' 82ı. The linearly-polarized field (� D 45ı) can be equally
decomposed into x- and y-components, for which the y-component of the field in-
duces more ionization than the x-component. Thus, the overall ionization of the
wave packet tends to “bend” toward the y-axis. Our calculations appear contrary to
a recent XUV experiment of molecular tunneling ionization in H2 in intense opti-
cal fields [162, 163] which found slightly more (� 30%) ionization in the parallel
orientation. We have also performed a few 4D calculations for HDC in the optical
regime (not shown), which find behavior similar to that in the cited experiments. In
the optical regime, the ejected electron has a wide range of energy from a few eV
to a few hundred eV due to multiphoton ionization by the intense field. Very low-
energy electrons have de Broglie-wavelengths much larger than the molecular size
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and show no directional preference. On the other hand, when electron are ejected
with high energy, ionization along the parallel polarization direction is slightly pre-
ferred. Thus, the overall tunneling ionization, given by the sum over all electron
spectra, shows a less dramatic anisotropy than for single-photon ionization in the
XUV regime.

To gain further insights into the orientation dependence of the ionization, we note
that for a photon energy of „! D 50 eV, the ejected electron (EK ' 20 eV) has a
de Broglie wavelength of �e ' 5:2 bohr, more than twice the internuclear distance.
Consequently, for the perpendicular direction (y-axis), the ejected electron cannot
distinguish the two molecular centers and experiences a much larger geometrical
cross-section for half-scattering than the case of parallel polarization. For the lat-
ter situation, the electrons always encounter aligned single-center half-scattering.
We should therefore intuitively expect a more extended momentum distribution for
perpendicular polarization. To characterize the extent of the momentum distribu-
tion, we take as a measure the angular spread˚ , estimated by the angle at which the
probability drops to 1=e of its peak value. We find˚ ' 35ı for perpendicular polar-
ization, clearly exceeding˚ ' 24ı for parallel polarization [cf. Fig. 16(b) and (d)].
A large cross section for scattering facilitates efficient photon absorption, thereby
resulting in a higher ionization probability. If the above explanation is correct, such
an orientation dependence of molecular photoionization should disappear once the
de Broglie wavelength decreases (increasing „!) sufficiently that the photoelectron
can distinguish both scattering centers. At that point the half-scattering should take
on a more uniform distribution. To test this hypothesis, we have performed calcula-
tions at „! D 170 eV for both perpendicular and parallel polarizations with a 250 as
XUV pulse but with a peak field strength of � 3:76 a:u: in order to get a noticeable
ionization probability.

The results are shown in Figs. 18 and 19, respectively, for the ground-state deple-
tion history and the total system energy change. From Fig. 18, we see that the final
population left in the ground state is roughly similar for both situations although
the parallel polarization results in a slightly higher ionization probability. A similar
conclusion emerges from the field-molecule energy exchange as shown by Fig. 19.

Finally, we plot in Fig. 20(a) and (c) the probability density snapshots for the
parallel and the perpendicular polarization cases, as well as the corresponding mo-
mentum distributions of the ionized electron wave packet in Fig. 20(b) and (d). We
find that the ionization probability is roughly the same for these two cases and that
the dramatic orientation dependence of HC2 photoionization, observed at the low
photon energy of „! D 50 eV, disappears at „! D 170 eV. Once again, this is be-
cause the released “fast” electron (EK ' 140 eV) now has a de Broglie wavelength
of �e ' 1:96 bohr, which is slightly smaller than the internuclear distance. The
ejected electron can now distinguish the two molecular “scattering” centers, with
the consequence that the ionization no longer depends drastically on the direction
of the ejected direction.
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We further examine the double-slit-like interference patterns that appear in perpen-
dicular polarization [Fig. 20(b) and (d)]. All of the interference peaks reside within
the momentum circle dictated by energy conservation (EK D „! � IP ). Basically,
the photoelectron wave packet released from each center interfere, producing elec-
trons ejected in specific directions. This behavior was discussed by Cohen and Fano
almost a half a century ago [164]. More recently, Walter and Briggs [165], modeled
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this phenomenon using time-independent methods within the Born-Oppenheimer
approximation. Their calculations were performed at slightly larger photon energy
(„! D 250 eV) [166, 167] than the current calculations and were compared with
measurements using circularly polarized light [168]. Our time-dependent results
show that the first interference peak appears at an angle of � ' 52ı relative to
the polarization y-axis. Young’s double-slit formula, R0 � sin.�n/ D n�e used in
time-independent studies [166], predicts the first peak at �1 ' 75ı for the associated
photon energy. Here,R0 is the internuclear distance, �e is the de Broglie wavelength
of the ejected electron, and n is the order of the interference peak. To examine the
long-range Coulomb effects, we have freely propagated the wave packets to large
distances (> 60 bohr) but still find the first interference angle little changed.

To resolve the discrepancy between our calculated diffraction angles and the pre-
dictions of the classical formula, we increased the photon energy of the XUV pulses
from „! ' 210 eV to 630 eV and performed a series of calculations, the results
of which are shown in Table 1. We observe that the differences between the cal-
culations and the classical formula decreases as the XUV photon energy increases.
Above „! ' 350 eV, the classical first-order diffraction angle (�1) is exactly re-
covered from our TDSE calculations. Two such examples are shown in Fig. 21(a)
and (b), in which the electron probability densities are plotted for „! ' 350 eV and
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The “double-slit” interference angles comparison between the “classical” double-slit (DS)
formula and our TDSE calculations, as the photon energy („!) varies.

„! �e Classical-DS angles (�n) TDSE angles (�n)
(eV) (bohr) (deg.) (deg.)

170 1.9587 �1 ' 75:3ı �1 ' 52:0ı

210 1.7274 �1 ' 58:5ı �1 ' 49:5ı

250 1.5258 �1 ' 50:5ı �1 ' 46:5ı

300 1.4104 �1 ' 44:1ı �1 ' 42:3ı

350 1.2955 �1 ' 39:7ı �1 ' 39:9ı

430 1.1588 �1 ' 34:9ı �1 ' 34:8ı

630 0.9462 �1 ' 28:0ı �1 ' 28:4ı

�2 ' 69:1ı �2 ' 60:7ı
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The electron probability densities of HC
2 at the end of the attosecond XUV pulses for

polarization perpendicular to the molecular axis, for (a) „! D 350 eV and (b) „! D 630 eV.
Different field strengths are applied in order to obtain noticeable ionization. Classical “double-slit”
interference angles are recovered whenever n�e � 65%R0 is satisfied (see, more discussions in
text).

„! ' 630 eV, respectively. Interestingly, at the highest photon energy (630 eV), the
second-order diffraction patterns appear. However, the resulting angle (�2) again
disagrees with the classical double-slit prediction (see Table 1) although �1 remains
in good agreement with the classical formula. These results indicate that the validity
of the classical double-slit prediction requires that n�e 
 0:65R0. If the interference
path difference (n�e) becomes comparable to the internuclear distanceR0, the paths
are no longer independent, and the classical double-slit condition (� � d , where d
is the separation of two slits) is not satisfied. e We conclude that the results of our
calculations could guide the proper choice of photon energy for attosecond photo-
electron imaging.

Finally, to have a sense of the energy sharing between the electron and the nuclei
during the attosecond ionization, we computed the nuclear momentum spectrum
for the wave packets associated with the ionized electron. The result, presented in
Fig. 22 for the parallel polarization cases with two different field strengths E D
0:53 a:u: andED0:053 a:u: at „!D50 eV, show a transfer of less than � 0:1 eV of
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The nuclear momen-
tum spectrum for polarization
parallel to the internuclear
axis at „! D 50 eV.
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photon energy to the nuclear motion during the attosecond photoionization process.
The higher the field, the more “vertical” is the photoionization. The same behavior
is also seen in the case of perpendicular polarization.

In conclusion, we have presented an overview of our numerical approaches to solve
the time-dependent Schrödinger equation for two different three-body systems. We
have demonstrated that these approaches provide detailed and reliable information
about three-body breakup processes, both for the two-photon double ionization of
He and the one-photon ionization (and break-up) of HC2 .

In the case of helium, we have presented a detailed study of the dynamics of the
two-photon double ionization process, for photon energies both in the nonsequential
and sequential regime, and for a wide range of pulse durations (150 as to 9 fs). We
have shown how electron-electron interaction, and thereby correlation, influences
the observed energy spectra and angular distributions.

In particular, we have determined well-converged results for the total and triply
differential (generalized) cross sections for nonsequential TPDI. Additionally, we
have investigated the pulse duration dependence of the extracted cross sections. As
the sequential threshold is approached, ever longer pulses are necessary to obtain
converged values for the cross section.
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For photon energies above the sequential threshold, the one-electron ionization
rate PDI.E/=T converges to a stable value with increasing pulse duration for elec-
tron energies away from the peaks associated with sequential ionization, giving rise
to a well-defined (direct) differential double ionization cross section. Near the peaks,
PDI.E/=T grows with T . We have thus observed a nonuniform scaling of the dou-
ble ionization probability with pulse duration.

If the photon energy is large enough to allow for shake-up ionization, i.e., ion-
ization of He and simultaneous excitation of the remaining HeC ion, a new kind
of interference effect can be observed. In this spectral range, both the direct and
sequential processes co-exist, giving rise to interferences which are induced by the
short time correlation between the two emission events. This interference occurs
between the nonsequential contributions of the channel without shake-up and the
sequential shake-up channel, where the intermediate state after one-photon absorp-
tion is an excited state of the HeCion. In attosecond pulses, the channels can not be
distinguished, while in long pulses (longer than the 9 fs used here), the sequential
shake-up channel will dominate. For pulse durations of a few femtoseconds, as ob-
tained in X-ray free-electron lasers, the two channels are similarly important, and
the observed interference may allow one to measure the duration of ultrashort XUV
pulses.

More information about the dynamics of the system is encoded in the angular
distributions of the electrons. The electrons at the primary sequential peaks are es-
sentially uncorrelated, while strong correlation is present for all other electron ener-
gies. Between the sequential peaks, i.e., close to equal energy sharing, the electrons
are almost exclusively emitted in a back-to-back configuration. Outside the main
peaks, the situation is reversed and the electrons are emitted preferentially in the
same direction. For both of these cases, the two-lobed structure of a dipole transi-
tion from an s state is still visible, most clearly in the strong suppression of emission
at an ejection angle of 90ı to the laser polarization axis.

In addition, we have shown that attosecond XUV pulses can be used to probe,
induce, and control electron correlation in two-photon double ionization. In such
pulses, the scenario for “sequential” two-photon double ionization breaks down.
Due to the small time interval between the two photoabsorption processes dynam-
ical electron-electron correlations can be tuned by the pulse duration T . The an-
gular and angle-energy distributions reveal the signatures of electronic correlation
induced by the Coulomb interaction in the intermediate bound-free complex and in
the final state with both electrons in the continuum. In ultrashort pulses, where the
distinction between sequential and nonsequential processes breaks down, two well-
known scenarios, the Wannier ridge riding mode and the post-collision interaction
process, are simultaneously present in the two-electron emission spectrum. The fa-
vored emission channel is the Wannier ridge riding mode of back-to-back emission
at equal energies.
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We have investigated the attosecond XUV pulse ionization of HC2 by numerically
solving the 4D time-dependent Schrödinger equation. Our results indicate that the
single-photon ionization of HC2 has a strong orientation dependence at low photon
energies, for which the released electron has a de Broglie wavelength much longer
than the internuclear distance. The “half-scattered” electron sees a larger geomet-
rical cross-section in the perpendicular direction, which therefore facilitates more
ionization. With increasing photon energy, this photoionization anisotropy disap-
pears due to the fact that the “fast” outgoing electron can distinguish the nuclear
scattering centers. As a consequence, single-electron “double-slit-like” interference
patterns emerge in the perpendicular polarization configuration. A series of calcu-
lations with high photon energies have been performed to explore the validity of
the classical Young’s double-slit condition. We found that to recover the diffraction
angle (�n) predicted by the classical Young’s double-slit formula, the identified con-
dition of n�e 
 0:65R0 needs to be satisfied. Namely, the electron wavelength is
required to be less than � 65% of the internuclear distance for the first diffraction
angle to be same as the classical double-slit prediction, which guarantees each scat-
tering pathway to be independent. These results provide a useful guide to attosecond
photoelectron imaging of molecules. Finally, it is noted that the results from fixed-
nuclei calculations (performed in 3D) are very similar to those from the current 4D
calculations. This suggests that non-Born–Oppenheimer effects are negligible under
the conditions used in this study. The capacity of our 4D code will be explored in
the future by examining non-Born–Oppenheimer effects in intense field-molecule
interactions.
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52. T. Åberg, Phys. Rev. A , 1726 (1970)
53. A. Dalgarno, H.R. Sadeghpour, Phys. Rev. A , R3591 (1992)
54. L.R. Andersson, J. Burgdörfer, Phys. Rev. Lett. , 50 (1993)
55. D. Proulx, R. Shakeshaft, Phys. Rev. A , R875 (1993)
56. M. Pont, R. Shakeshaft, Phys. Rev. A , R2676 (1995)
57. M.S. Pindzola, F. Robicheaux, Phys. Rev. A , 318 (1998)
58. Y. Qiu, J.Z. Tang, J. Burgdörfer, J. Wang, Phys. Rev. A , R1489 (1998)
59. D. Dundas, K.T. Taylor, J.S. Parker, E.S. Smyth, J. Phys. B , L231 (1999)
60. A. Becker, F.H.M. Faisal, Phys. Rev. A , R1742 (1999)
61. M. Lein, E.K.U. Gross, V. Engel, Phys. Rev. Lett. , 4707 (2000)
62. J.S. Parker, L.R. Moore, K.J. Meharg, D. Dundas, K.T. Taylor, J. Phys. B , L69 (2001)
63. M.S. Pindzola, F. Robicheaux, J. Phys. B , L823 (1998)
64. M.A. Kornberg, P. Lambropoulos, J. Phys. B , L603 (1999)
65. M.G. Makris, L.A.A. Nikolopoulos, P. Lambropoulos, Europhys. Lett. , 722 (2001)
66. T. Mercouris, C. Haritos, C.A. Nicolaides, J. Phys. B , 3789 (2001)
67. J. Colgan, M.S. Pindzola, F. Robicheaux, J. Phys. B , L457 (2001)
68. L.A.A. Nikolopoulos, P. Lambropoulos, J. Phys. B , 545 (2001)
69. J. Colgan, M.S. Pindzola, Phys. Rev. Lett. , 173002 (2002)
70. T. Nakajima, L.A.A. Nikolopoulos, Phys. Rev. A , 041402 (2002)
71. B. Piraux, J. Bauer, S. Laulan, H. Bachau, Eur. Phys. J. D , 7 (2003)
72. S. Laulan, H. Bachau, Phys. Rev. A , 013409 (2003)
73. L. Feng, H.W. van der Hart, J. Phys. B , L1 (2003)
74. S. Laulan, H. Bachau, Phys. Rev. A , 033408 (2004)
75. K.L. Ishikawa, K. Midorikawa, Phys. Rev. A , 013407 (2005)
76. S.X. Hu, J. Colgan, L.A. Collins, J. Phys. B , L35 (2005)
77. A.S. Kheifets, I.A. Ivanov, J. Phys. B , 1731 (2006)
78. A.Y. Istomin, E.A. Pronin, N.L. Manakov, S.I. Marmo, A.F. Starace, Phys. Rev. Lett. ,

123002 (2006)
79. I.F. Barna, J. Wang, J. Burgdörfer, Phys. Rev. A , 023402 (2006)
80. E. Foumouo, G. Lagmago Kamta, G. Edah, B. Piraux, Phys. Rev. A , 063409 (2006)
81. E. Foumouo, Piraux, S. Laulan, H. Bachau, J. Phys. B , S427 (2006)
82. L.A.A. Nikolopoulos, P. Lambropoulos, J. Phys. B , 883 (2006)
83. E.A. Pronin, N.L. Manakov, S.I. Marmo, A.F. Starace, J. Phys. B , 3115 (2007)
84. R. Shakeshaft, Phys. Rev. A , 063405 (2007)
85. A.S. Kheifets, A.I. Ivanov, I. Bray, Phys. Rev. A , 024702 (2007)

206 B.I. Schneider et al.



86. L.A.A. Nikolopoulos, P. Lambropoulos, J. Phys. B , 1347 (2007)
87. T. Morishita, S. Watanabe, C.D. Lin, Phys. Rev. Lett. , 083003 (2007)
88. I.A. Ivanov, A.S. Kheifets, Phys. Rev. A , 033411 (2007)
89. S.X. Hu, L.A. Collins, Phys. Rev. A , 062707 (2005)
90. S.X. Hu, L.A. Collins, Phys. Rev. Lett. , 073004 (2006)
91. S.X. Hu, L.A. Collins, J. Mod. Opt. , 943 (2007)
92. A.S. Kheifets, I.A. Ivanov, I. Bray, Phys. Rev. A , 025402 (2007)
93. D.A. Horner, F. Morales, T.N. Rescigno, F. Martı́n, C.W. McCurdy, Phys. Rev. A ,

030701(R) (2007)
94. S. Fritzsche, A.N. Grum-Grzhimailo, E.V. Gryzlova, N.M. Kabachnik, J. Phys. B , 165601

(2008)
95. T. Sekikawa, T. Okamoto, E. Haraguchi, M. Yamashita, T. Nakajima, Opt. Express , 21922

(2008)
96. B. Piraux, E. Foumouo, P. Antoine, H. Bachau, J. Phys.: Conf. Ser. , 012013 (2008)
97. P. Lambropoulos, L.A.A. Nikolopoulos, M.G. Makris, A. Mihelic, Phys. Rev. A , 055402

(2008)
98. D.A. Horner, C.W. McCurdy, T.N. Rescigno, Phys. Rev. A , 043416 (2008)
99. P. Antoine, E. Foumouo, B. Piraux, T. Shimizu, H. Hasegawa, Y. Nabekawa, K. Midorikawa,

Phys. Rev. A , 023415 (2008)
100. X. Guan, K. Bartschat, B.I. Schneider, Phys. Rev. A , 043421 (2008)
101. D.A. Horner, T.N. Rescigno, C.W. McCurdy, Phys. Rev. A , 030703(R) (2008)
102. A. Palacios, T.N. Rescigno, C.W. McCurdy, Phys. Rev. A , 032716 (2008)
103. P. Lambropoulos, L.A.A. Nikolopoulos, New J. Phys. , 025012 (2008)
104. E. Foumouo, P. Antoine, H. Bachau, B. Piraux, New J. Phys. , 025017 (2008)
105. E. Foumouo, P. Antoine, B. Piraux, L. Malegat, H. Bachau, R. Shakeshaft, J. Phys. B ,

051001 (2008)
106. A. Palacios, T.N. Rescigno, C.W. McCurdy, Phys. Rev. A , 033402 (2009)
107. I.A. Ivanov, A.S. Kheifets, Phys. Rev. A , 023409 (2009)
108. T.G. Lee, M.S. Pindzola, F. Robicheaux, Phys. Rev. A , 053420 (2009)
109. Y. Nabekawa, H. Hasegawa, E.J. Takahashi, K. Midorikawa, Phys. Rev. Lett. , 043001

(2005)
110. H. Hasegawa, E.J. Takahashi, Y. Nabekawa, K.L. Ishikawa, K. Midorikawa, Phys. Rev. A

, 023407 (2005)
111. A.A. Sorokin, M. Wellhofer, S.V. Bobashev, K. Tiedtke, M. Richter, Phys. Rev. A ,

051402(R) (2007)
112. A. Rudenko, L. Foucar, M. Kurka, T. Ergler, K.U. Kühnel, Y.H. Jiang, A. Voitkiv, B. Najjari,
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