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1 Introduction

Double ionization of helium has long been of great interest in atomic physics since it provides fundamental insights into the role of electronic correlation in the full three-body Coulomb break-up process. Understanding the dynamics in this simple, two-electron system is crucial to understanding more complex atoms and even simple molecules [1–12]. Until recently, the focus of these studies was on one-photon double ionization, where a single photon (with an energy of $\hbar \omega > 79 \text{eV}$) releases both electrons from the nucleus.

In recent years, technologies such as the free electron laser (FEL) [13–22] and high harmonic generation (HHG) from a driving infrared (IR) laser [23–32] have made coherent, ultrashort, and intense pulses in the vacuum and extreme ultraviolet (VUV-XUV) region available. The continuing development of these novel light sources has led to an increased interest in multi-photon processes at high photon energies. Simultaneously, the ultrashort duration of the pulses in the femtosecond ($1 \text{fs} = 10^{-15} \text{s}$) or even attosecond ($1 \text{as} = 10^{-18} \text{s}$) domain enables the study of time-resolved electron dynamics, starting the field of attosecond science [33–37].

In this thesis, we study the role of electronic correlation in double ionization by such ultrashort, highly intense pulses. We focus on the helium atom, which is the simplest many-electron atom, yet displays rich correlation effects. This investigation is performed by solving the time-dependent Schrödinger equation (TDSE) in its full dimensionality. Some of the contents of this thesis have been previously reported on, most importantly in the diploma theses of Stefan Nagele [38] and Renate Pazourek [39]. In addition, some of the results obtained have been published in refereed journals [40–42].

The first part of the thesis introduces the method for solving the TDSE that we have developed in the past few years. Some sections of this part are based on the previously published diploma theses from our group [38, 39]. The main idea behind our approach is to solve the full two-electron TDSE with very good accuracy, providing reliable results for a wide range of experimental parameters. The high demand on the level of accuracy means that two-electron systems are at the limit of current computational power and a direct extension of the approach to more complicated systems is out of reach. We start (chapter 3) by presenting time-dependent close coupling (TDCC) [7, 43, 44]. The general idea behind this approach is to expand the angular degrees of freedom in the eigenbasis of angular momentum, transforming the six-dimensional Schrödinger equation to an (infinite) set of two-dimensional coupled equations. In chapter 4, we discuss the methods used
to transform these equations to a discrete system that can be solved numerically. This is followed in chapter 5 by a discussion of the computational implementation of the resulting (matrix) equations, including a description of the approach used to parallelize the method to enable the use of large computing clusters. This was necessary to achieve well-converged results within reasonable time. We then turn to the extraction of observables from the final wave function after time propagation, described in chapter 6, and finish the discussion of the method by comparing the properties of some bound and quasi-bound eigenstates of the He Hamiltonian to published results (chapter 7).

In the second part, we discuss a number of results on the two-photon double ionization (TPDI) of atomic helium. This is one of the simplest multi-photon processes involving electron correlation, and has been the subject of intense theoretical studies in the past few years [40–42, 45–90]. The main fields of interest that have been studied are (i) cross sections in the nonsequential regime of TPDI, for which the limit of infinite pulse lengths is most interesting, and (ii) effects of ultrashort (attosecond) XUV pulses in the sequential regime of TPDI. Although the cross sections for nonsequential TPDI have attracted a significant amount of interest by theoreticians, the published results show large discrepancies between the different approaches. There are much fewer experimental studies yet, all of which are concerned with the nonsequential regime [81, 91–94]. For these, the experimental uncertainties are still too large to help in resolving the discrepancies in the theoretical results.

We first discuss the convergence properties of our method (chapter 9). Having established the approach, we discuss the total cross sections in the nonsequential regime in chapter 10, comparing to a number of previously published results. Parts of the results in these two chapters are contained in [40]. In chapter 11, we then discuss the long-time limit of TPDI for different photon energies, focusing on different measures to observe and quantify correlations. Finally, we investigate the dependence on pulse duration (chapter 12), for pulses from less than a hundred attoseconds up to a few femtoseconds duration. In particular, we show a novel interference effect between sequential contributions with excitation (shake-up) of the intermediate ion and nonsequential contributions without shake-up. Some of the results in these two chapters were published in [41, 42].
2 The helium atom

2.1 The non-relativistic Hamiltonian

The helium atom consists of a nucleus (mass \( m_n \), charge number \( Z = 2 \)) and two electrons (mass \( m_e \), charge \(-e\)). Hence, the non-relativistic Hamiltonian is given by

\[
\hat{H} = \frac{\hat{P}_n^2}{2m_n} + \frac{\hat{P}_{e,1}^2}{2m_e} + \frac{\hat{P}_{e,2}^2}{2m_e} - \frac{Ze^2}{|\hat{r}_{e,1} - \hat{r}_n|} - \frac{Ze^2}{|\hat{r}_{e,2} - \hat{r}_n|} + \frac{e^2}{|\hat{r}_{e,1} - \hat{r}_{e,2}|},
\]

(2.1)

where \( \hat{r}_n \) and \( \hat{p}_n \) are the position and momentum (operators) of the nucleus, and \( \hat{r}_{e,i} \) and \( \hat{p}_{e,i} \) are the position and momentum (operators) of the electrons.

The center-of-mass motion can be separated from the internal dynamics of the atom \([95]\) by introducing the center-of-mass coordinate

\[
\hat{R} = \frac{1}{M} (m_n \hat{r}_n + m_e \hat{r}_{e,1} + m_e \hat{r}_{e,2}), \quad M = m_n + 2m_e
\]

(2.2)

and the relative coordinates

\[
\hat{r}_i = \hat{r}_{e,i} - \hat{r}_n
\]

(2.3)

together with their associated momenta \( \hat{P} \) and \( \hat{p}_i \). Using

\[
\hat{p}_n = \frac{m_n}{M} \hat{P} - \hat{p}_1 - \hat{p}_2, \quad \hat{p}_{e,i} = \frac{m_e}{M} \hat{P} + \hat{p}_i, \quad \mu = \frac{m_n m_e}{m_e + m_n},
\]

(2.4)

the Hamiltonian describing the internal degrees of freedom (i.e. neglecting the center-of-mass kinetic energy) can be written as

\[
\hat{H}_{\text{int}} = \frac{\hat{P}_1^2}{2\mu} + \frac{\hat{P}_2^2}{2\mu} - \frac{Ze^2}{|\hat{r}_1|} - \frac{Ze^2}{|\hat{r}_2|} + \frac{e^2}{|\hat{r}_1 - \hat{r}_2|} + \frac{\hat{p}_1 \hat{p}_2}{m_n}.
\]

(2.5)

The mass polarization term \( \hat{p}_1 \hat{p}_2 / m_n \) is a consequence of the fact that the center of mass is not identical with the position of the nucleus. Since the nuclear mass is much larger than the electron mass \((m_n / m_e \approx 7340)\), this term, as well as the influence of the reduced mass \( \mu \), are small and can usually be neglected.

The reduced mass affects all levels of the helium atom in the same manner (as it amounts to using different atomic units) and can be taken into account by scaling their energies by a constant factor according to

\[
E_{\mu} = \frac{\mu}{m_e} E_{m_e} \approx 0.99986 E_{m_e},
\]

(2.6)
## 2.1 The non-relativistic Hamiltonian

<table>
<thead>
<tr>
<th>$I_1$ (a.u.)</th>
<th>$\Delta E_{\text{rm}}$ (a.u.)</th>
<th>$\Delta E_{\text{mp}}$ (a.u.)</th>
<th>$\Delta E_{\text{r}}$ (a.u.)</th>
<th>$\Delta E_{\text{L}}$ (a.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9037244</td>
<td>$1.239 \cdot 10^{-6}$</td>
<td>$2.18 \cdot 10^{-7}$</td>
<td>$2.56 \cdot 10^{-8}$</td>
<td>$6.11 \cdot 10^{-8}$</td>
</tr>
</tbody>
</table>

Table 2.1: Corrections to the first ionization potential of helium due to the reduced mass ($\Delta E_{\text{rm}}$), mass polarization ($\Delta E_{\text{mp}}$), relativistic contributions ($\Delta E_{\text{r}}$), and the Lamb shift ($\Delta E_{\text{L}}$) \[96\]. All quantities are given in atomic units, cf. section 2.7.

$$\Rightarrow \Delta E_{\text{rm}} = E_\mu - E_{m_e} = E_{m_e} \left( \frac{\mu}{m_e} - 1 \right) = - \frac{m_e}{m_n} E_{m_e},$$  \quad (2.7)

where $E_{m_e}$ are the energies as obtained for infinite nuclear mass and $E_\mu$ includes the corrections due to the reduced mass \[96\]. The mass polarization term, on the other hand, depends on the correlation of the two electron momenta and influences all levels individually \[97\]. In first order perturbation theory the resulting energy correction is given by

$$\Delta E_{\text{mp}} = \frac{1}{m_n} \langle \Psi | \hat{\mathbf{p}}_1 \hat{\mathbf{p}}_2 | \Psi \rangle.$$  \quad (2.8)

As an example, the energy corrections $\Delta E_{\text{rm}}$ and $\Delta E_{\text{mp}}$ to the first ionization potential $I_1$ of helium are given in Table 2.1. For comparison we also show the contributions from relativistic corrections $\Delta E_{\text{r}}$ and the Lamb shift $\Delta E_{\text{L}}$. Note that since the expectation value $\langle \hat{\mathbf{p}} \rangle$ is zero for bound states, $\Delta E_{\text{mp}}$ vanishes for (uncorrelated) wave functions $| \Psi \rangle$ which are described by a single Slater determinant.

Neglecting the effects of mass polarization and the reduced mass is equivalent to assuming infinite nuclear mass and leads to the Hamiltonian

$$\hat{\mathbf{H}}_0 = \frac{\hat{\mathbf{p}}_1^2}{2m_e} + \frac{\hat{\mathbf{p}}_2^2}{2m_e} - \frac{Ze^2}{r_1} - \frac{Ze^2}{r_2} + \frac{e^2}{|\hat{\mathbf{r}}_1 - \hat{\mathbf{r}}_2|}.$$  \quad (2.9)

Due to the two-body interaction of the electrons the resulting time-independent Schrödinger equation

$$\hat{\mathbf{H}}_0 | \Psi \rangle = E | \Psi \rangle$$  \quad (2.10)

is not separable and has no analytical solution. In other words, there is no complete set of commuting observables that diagonalizes the Hamiltonian.
2.2 Spin and symmetry

The Hamiltonian (2.9) does not take into account any relativistic effects, spin-orbit coupling, and spin-spin coupling. The operators are given by

\[ \hat{H}_{LS} = \frac{Ze^2}{2mc^2} \mathbf{\hat{L}}_i \cdot \mathbf{\hat{S}}_i, \]

\[ \hat{H}_{SS} = \frac{\mu_0}{4\pi} \frac{4\mu_B^2}{\hbar^2} \left[ \frac{\mathbf{\hat{S}}_1 \cdot \mathbf{\hat{S}}_2}{r_{12}^3} - 3 \frac{(\mathbf{\hat{S}}_1 \cdot \mathbf{\hat{r}}_{12})(\mathbf{\hat{S}}_2 \cdot \mathbf{\hat{r}}_{12})}{r_{12}^5} \right]. \]

Neglecting these terms is a reasonable approximation for light atoms such as helium since the overall correction scales with \( Z^4 \). Even though the Hamilton operator itself is spin-independent, the influence of the electron spin is taken into account indirectly by the requirements of the Pauli exclusion principle.

The Hamiltonian (2.9) commutes with the permutation operator \( \hat{P}_{12} \), which is defined by

\[ \hat{P}_{12} \Psi(r_1, r_2) := \Psi(r_2, r_1), \]

and has eigenstates that are either symmetric \((P = 0)\) or antisymmetric \((P = 1)\) under exchange of the two electrons,

\[ \hat{P}_{12} \Psi(r_1, r_2) = (-1)^P \Psi(r_1, r_2). \]

Consequently, the Hamiltonian can be diagonalized simultaneously with the permutation operator, and its eigenstates are either symmetric or antisymmetric

\[ \hat{P}_{12} \Psi_s(r_1, r_2) = \Psi_s(r_1, r_2), \]

\[ \hat{P}_{12} \Psi_{as}(r_1, r_2) = -\Psi_{as}(r_1, r_2). \]

The Pauli principle demands that the total wave function of the electrons has to be antisymmetric. We construct the states of the system as products of spatial and spin functions, such that space-symmetric wave functions require antisymmetric singlet spin states \((S = 0)\), whereas antisymmetric spatial wave functions require symmetric triplet spin states \((S = 1)\) (see [98] for details). Consequently, the two possible solutions are

\[ |\Phi_p\rangle = |\Psi_s\rangle \otimes \frac{1}{\sqrt{2}} (|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle) \]

and

\[ |\Phi_o\rangle = |\Psi_{as}\rangle \otimes \left( \frac{1}{\sqrt{2}} (|\uparrow\uparrow\rangle + |\downarrow\downarrow\rangle) \right). \]
2.3 Classification of levels

The states described by space-symmetric wave functions (2.17) are called \textit{para} states, while those corresponding to space-antisymmetric wave functions (2.18) are referred to as \textit{ortho} states. When treating the interaction with a time-dependent laser field in electric dipole approximation (and thus neglecting magnetic fields), the Hamilton operator is still spin-independent, cf. (2.41) and (2.33). Radiative transitions between single and triplet spin states (\textit{intercombination}) are therefore negligible. As a consequence the total spin is conserved and the spatial wave function is either symmetric or antisymmetric for all times.

The ground state wave function of helium is space-symmetric (and therefore a spin-singlet, \( S = 0 \)) because a configuration in which both electrons occupy the \( 1s \) state is not possible for \( S = 1 \) due to the Pauli principle. As we simulate the interaction of laser pulses with helium atoms that are initially in the ground state, we deal solely with space-symmetric wave functions in this work.

2.3 Classification of levels

If the Hamiltonian (2.9) contained only the one-body interaction terms, it would be possible to uniquely characterize all levels of the helium atom by an (anti-)symmetrized product of single particle states (e.g. \( |1s\rangle_1|1s\rangle_2 \) for the ground state, \( |1s\rangle_1|2s\rangle_2 \) and \( |1s\rangle_1|2p\rangle_2 \) for the first excited states, …). This simple picture is disturbed by the two-body interaction. However, a large part of the electron-electron interaction can be treated by employing a \textit{mean field} potential which retains the independence of the electrons and formally allows the same classification as outlined above.\(^1\) This approach works well for the helium bound states, for instance, but completely fails for \textit{doubly excited states} where both electrons are excited.

The residual two-body interaction that cannot be included in mean single-particle potentials is referred to as \textit{(true) electron correlation} and is of great interest in ongoing research. A large part of this work is dedicated to studying its effects.

Although the Hamiltonian (2.5) is not separable and consequently does not support a complete set of commuting observables, there are nonetheless some operators that commute with it, such that the eigenstates of the Hamiltonian can be labeled by the eigenvalues of these operators. Specifically, the operators are the (squared) total orbital angular momentum \( \hat{L}^2 \) and the total spin \( \hat{S}^2 \), given by

\[
\hat{L} = \hat{L}_1 + \hat{L}_2, \quad \hat{S} = \hat{S}_1 + \hat{S}_2, \tag{2.19}
\]

and the parity operator \( \hat{\Pi} \), which plays an important role in connection with the selection rules for electromagnetic transitions (see section 3.4.2), defined by

\[
\hat{\Pi} \Psi(r_1, r_2) = \Psi(-r_1, -r_2). \tag{2.20}
\]

\(^1\) Refer to e.g. [95] for a detailed description.
The eigenfunctions of the parity operator fulfill
\[ \hat{\Pi} \Psi(r_1, r_2) = (-1)\pi \Psi(r_1, r_2), \tag{2.21} \]
with \( \pi = 0 \) signifying even parity and \( \pi = 1 \) signifying odd parity.

As these three operators commute with the Hamiltonian (2.9),
\[ [\hat{L}^2, \hat{H}] = [\hat{S}^2, \hat{H}] = [\hat{\Pi}, \hat{H}] = 0, \tag{2.22} \]
they are constants of motion and all eigenstates of the Hamiltonian (2.9) can be classified by their associated quantum numbers. The states are therefore labeled by
\[ 2S + 1 L \pi, \tag{2.23} \]
where \( 2S + 1 \) gives the spin multiplicity of the level, \( L = S, P, D, F, \ldots \) gives the total angular momentum, and \( \pi = e (\pi = o) \) signifies even (odd) parity. The parity of a given configuration is directly related to the single-particle orbital angular momentum quantum numbers \( l_i \), resulting in odd parity if \( l_1 + l_2 \) is odd and vice versa for even parity. This also holds for configuration mixing, where \( l_1 \) and \( l_2 \) are not well-defined, because only states with the same parity can be combined if (2.21) has to be fulfilled (see section 3.4.1) [95, 99].

### 2.4 Spectral properties

As pointed out above, spin-orbit and spin-spin interactions can be neglected for helium. Consequently, the spectrum consists of two almost completely independent systems of levels. In addition, intercombinations (i.e. light-induced transitions between those two level systems) are forbidden in the electric dipole approximation (and thus strongly suppressed in reality). For that reason it is common to speak about two different species of helium, parahelium and orthohelium (see figure 2.1).

Note that the singly excited states in Fig. 2.1 converge to the first ionization threshold, which is given by the ground state (\([1s]\)) energy of the singly charged positive helium ion \( \text{He}^+ \),
\[ E_{\text{He}^+, n} = -\frac{Z^2}{2n^2}, \tag{2.24} \]
with \( Z = 2 \). The ground state energy of the helium atom is about \( E_0 = -79.01 \text{eV} \) (see chapter 7), the first ionization potential is \( I_1 = -E_0 + E_{\text{He}^+, 1} = 24.59 \text{eV} \), and the second ionization potential is \( I_2 = -E_{\text{He}^+, 1} = 2 \text{a.u.} = 54.42 \text{eV} \).

The doubly excited states on the other hand form infinitely many (perturbed) Rydberg series that are embedded in the single continua and converge to the ionization thresholds \( I_{1,n} \) which are characterized by the excited state \( n \) of the remaining inner electron. Accordingly, they form resonances which can decay by auto-ionization due to energy transfer between the two electrons (see chapter 7).
2.5 Interaction with electromagnetic radiation

The non-relativistic interaction of a single free electron (charge $-e$) with an electromagnetic field is given by the gauge-dependent \textit{minimal-coupling} Hamiltonian

$$\hat{H}_{\text{mc}} = \frac{\left[\hat{p} + eA(r, t)\right]^2}{2m} - e\Phi(r, t)$$  \hspace{1cm} (2.25)

where the canonical momentum is modified by an additional term $\hat{p} \rightarrow \hat{p} + eA(r, t)$. Physical observables are of course gauge-independent.

For instance, a $^1P^o \vert 2s \, 2p \rangle$ state decays when one electron relaxes to the He$^+(1s)$ ground state, transferring the additional energy to the other electron which is then ejected. The lifetimes of the doubly excited states are therefore determined by the strength of their coupling to the continuum.

Thus, even though it is the simplest many-electron atom, the helium atom exhibits a complex spectral structure which gets more complicated with increasing (double) excitation [100]. Accurate results for bound-states can be obtained with the help of Hartree-Fock methods [101], i.e. by effective single-particle calculations. Nevertheless, these methods fail in the case of doubly excited states where electron correlation becomes more important and the full two-body interaction has to be taken into account.
2.5.1 Semi-classical approximation

The quantized nature of the electromagnetic fields can be neglected for fields containing many photons, such as produced by lasers. For coherent fields, the potentials $A(r, t)$ and $\Phi(r, t)$ can be inserted in the Hamiltonian (2.25) as real functions which are related to the physical fields (in cgs-units) by

$$B = \nabla \times A, \quad E = -\nabla \Phi - \frac{1}{c} \frac{\partial A}{\partial t}.$$  \hspace{1cm} (2.26)

The Hamiltonian (2.25) then describes the semi-classical interaction of an electron with an external electromagnetic field. Note that the attribute “semi-classical” refers to the neglect of quantization effects of the electromagnetic field. The atom is described fully quantum-mechanically.

In radiation gauge (also called Coulomb gauge or transverse gauge)

$$\nabla \cdot A = 0 \iff \left[ \hat{p}, A \right] = 0 \tag{2.27}$$

$$\Phi(\hat{r}, t) = 0, \quad \tag{2.28}$$

Eq. 2.25 becomes

$$\hat{H}_{mc} = \frac{\hat{p}^2}{2m_e} + \frac{e}{m_e c} \hat{p} A(\hat{r}, t) + \frac{e^2}{2m_e c^2} A^2(\hat{r}, t) = \hat{H}_{\text{kin}} + \hat{H}_{\text{em}}, \tag{2.29}$$

where the interaction with the electromagnetic field is described by the term

$$\hat{H}_{\text{em}} = \frac{e}{m_e c} \hat{p} A(\hat{r}, t) + \frac{e^2}{2m_e c^2} A^2(\hat{r}, t). \tag{2.30}$$

2.5.2 Dipole approximation

For a monochromatic electromagnetic wave the vector potential $A(\hat{r}, t)$ may be written as

$$A(\hat{r}_0 + \hat{r}, t) = A(t) \frac{1}{2} \exp [ik(\hat{r}_0 + \hat{r})] + c.c., \tag{2.31}$$

where we choose $\hat{r}_0 = 0$ in the following. In the dipole approximation, this reduces to

$$A(\hat{r}, t) = A(t) \frac{1}{2} (1 + i k \hat{r} + \ldots) + c.c. \approx A(t). \tag{2.32}$$

This approximation is justified when the wavelength of the radiation is much larger than the distance over which the photon absorption takes place. This only happens close to the nucleus, where momentum and energy conservation can be fulfilled by imparting a recoil momentum to the nucleus, such that the dipole approximation is valid even when the final wave function spreads over regions larger than the field wavelength. Since the vector potential becomes independent of the spatial
coordinate the dipole approximation also implies the neglect of magnetic fields which is justified when the field strengths are not too high.

**Velocity Gauge**

Employing the dipole approximation to (2.30) gives the Hamiltonian of the electron-field interaction in the so-called *velocity gauge*

$$\hat{H}_{\text{em}}^v = \frac{e}{m_e c} \hat{p} A(t) + \frac{e^2}{2m_e c^2} A^2(t)$$

and the corresponding time-dependent Schrödinger equation (TDSE) becomes

$$i\hbar \frac{\partial}{\partial t} |\Psi_v\rangle = (\hat{H}_{\text{kin}} + \hat{H}_{\text{em}}^v) |\Psi_v\rangle .$$

The quadratic term $A^2$ can be removed by including a global phase factor, given by

$$\exp \left( \frac{ie^2}{2\hbar m_e c^2} \int_{-\infty}^{t} A^2(t') dt' \right),$$

in the wave function, which does not change any physical observables and yields

$$\hat{H}_{\text{em}}^v = \frac{e}{m_e c} \hat{p} A(t) .$$

**Length Gauge**

A new wave function $|\Psi_l\rangle$ can be defined by the unitary *Göppert-Mayer transformation*\(^3\) [105, 106]

$$|\Psi_l\rangle = \hat{T} |\Psi_v\rangle = \exp \left( + \frac{ie}{\hbar c} A(t) \hat{r} \right) |\Psi_v\rangle$$

and its inverse

$$|\Psi_v\rangle = \hat{T}^\dagger |\Psi_l\rangle = \exp \left( - \frac{ie}{\hbar c} A(t) \hat{r} \right) |\Psi_l\rangle .$$

Substituting (2.38) into (2.34) gives

$$i\hbar \frac{\partial}{\partial t} \Psi_l(r, t) = \left( \frac{\hat{p}^2}{2m_e} + e\hat{r} E(t) \right) \Psi_l(r, t) ,$$

---

\(^2\) Thus, the laser intensities should also stay low enough such that the electron does not reach relativistic speeds (around $10^{16} \text{ W/cm}^2$ for laser wavelengths of 800nm [102, 103]), so that Lorentz forces and interactions of the magnetic field with the electron spin can be neglected.

\(^3\) This class of transformations is sometimes called *gauge transformations of the second kind* [104].
and accordingly
\[ i\hbar \frac{\partial}{\partial t} |\Psi_1\rangle = (\hat{H}_{\text{kin}} + \hat{H}_{\text{em}}^l) |\Psi_1\rangle. \tag{2.40} \]

In length gauge the contribution of the field interaction to the Hamiltonian thus reads
\[ \hat{H}_{\text{em}}^l = e\hat{r}\mathbf{E}(t). \tag{2.41} \]

Note that the result above can also be derived by directly transforming the Hamiltonian according to
\[ \hat{H}_{\text{kin}} + \hat{H}_{\text{em}}^l = \hat{T}(t) (\hat{H}_{\text{kin}} + \hat{H}_{\text{em}}^v) \hat{T}^\dagger(t) + i\hbar \left[ \frac{d\hat{T}(t)}{dt} \right] \hat{T}^\dagger(t). \tag{2.42} \]

In principle, the expressions (2.40) and (2.34) are equivalent, and all physical observables give the same result in the two gauges. However, in practice, length and velocity gauge show different behavior with respect to basis truncations, especially when the wave function is represented in the angular momentum basis [107], and discretization errors which are an unavoidable consequence of computational implementations. Hence, comparison of the results obtained for the two gauges offers a test for numerical convergence.

A detailed treatment of gauge transformations in QED and related problems can be found in [106].

### 2.6 Resulting Hamiltonian

With the results from section 2.1 and 2.5 the full Hamiltonian for the semi-classical interaction of a non-relativistic helium atom (with infinite nuclear mass) with an electromagnetic field reads
\[ \hat{H}^l = \frac{\hat{p}_1^2}{2m_e} + \frac{\hat{p}_2^2}{2m_e} - \frac{Ze^2}{r_1} - \frac{Ze^2}{r_2} + \frac{e^2}{|\hat{r}_1 - \hat{r}_2|} + e\mathbf{E}(t)(\hat{r}_1 + \hat{r}_2) \tag{2.43} \]
in length gauge and
\[ \hat{H}^v = \frac{\hat{p}_1^2}{2m_e} + \frac{\hat{p}_2^2}{2m_e} - \frac{Ze^2}{r_1} - \frac{Ze^2}{r_2} + \frac{e^2}{|\hat{r}_1 - \hat{r}_2|} + \frac{e}{m_e c} \mathbf{A}(t)(\hat{p}_1 + \hat{p}_2) \tag{2.44} \]
in velocity gauge.

### 2.7 Atomic units

For simplicity we will use atomic units in all subsequent chapters, which are obtained by setting
\[ m_e = e = \hbar = 4\pi\varepsilon_0 \frac{\epsilon_i}{1} \tag{2.45} \]
For improved readability, we will sometimes show constants that are equal to one in atomic units, e.g. when giving the energy $\hbar \omega$ of a photon.

This is particularly useful for atomic physics because the basic units are well adjusted to the atomic scale. For example, 1 a.u. corresponds to

- a length of $a_0 = 5.29 \cdot 10^{-11}$ m (one Bohr radius),
- an energy of $27.21$ eV (twice the ionization potential of hydrogen), and to
- a time of $24.19$ as (the time scale of electronic motion in atoms).

The speed of light in atomic units is given by $c = \alpha^{-1} \approx 137$ a.u., where $\alpha$ is the fine structure constant. Table 2.2 shows the conversion factors of some basic quantities into atomic units.

<table>
<thead>
<tr>
<th>Quantity (1 a.u.)</th>
<th>Symbol</th>
<th>Value in SI units</th>
</tr>
</thead>
<tbody>
<tr>
<td>charge</td>
<td>$e$</td>
<td>$1.602176487(40) \cdot 10^{-19}$ C</td>
</tr>
<tr>
<td>mass</td>
<td>$m_e$</td>
<td>$9.10938215(45) \cdot 10^{-31}$ kg</td>
</tr>
<tr>
<td>action</td>
<td>$\hbar$</td>
<td>$1.054571628(53) \cdot 10^{-34}$ Js</td>
</tr>
<tr>
<td>length</td>
<td>$a_0$</td>
<td>$0.52917720859(36) \cdot 10^{-10}$ m</td>
</tr>
<tr>
<td>energy</td>
<td>$E_h$</td>
<td>$4.35974394(22) \cdot 10^{-18}$ J</td>
</tr>
<tr>
<td>time</td>
<td>$\hbar/E_h$</td>
<td>$2.418884326505(16) \cdot 10^{-17}$ s</td>
</tr>
<tr>
<td>force</td>
<td>$E_h/a_0$</td>
<td>$8.23872206(41) \cdot 10^{-8}$ N</td>
</tr>
<tr>
<td>velocity</td>
<td>$a_0E_h/\hbar$</td>
<td>$2.1876912541(15) \cdot 10^{6}$ m s$^{-1}$</td>
</tr>
<tr>
<td>momentum</td>
<td>$\hbar/a_0$</td>
<td>$1.992851565(99) \cdot 10^{-24}$ kg m s$^{-1}$</td>
</tr>
<tr>
<td>current</td>
<td>$eE_h/\hbar$</td>
<td>$6.62361763(17) \cdot 10^{-3}$ A</td>
</tr>
<tr>
<td>charge density</td>
<td>$e/a_0^3$</td>
<td>$1.081202300(27) \cdot 10^{12}$ C m$^{-3}$</td>
</tr>
<tr>
<td>electric potential</td>
<td>$E_h/e$</td>
<td>$27.21338386(68)$ V</td>
</tr>
<tr>
<td>electric field</td>
<td>$E_h/ea_0$</td>
<td>$5.14220632(13) \cdot 10^{11}$ V m$^{-1}$</td>
</tr>
<tr>
<td>electric field gradient</td>
<td>$E_h/ea_0^2$</td>
<td>$9.71736166(24) \cdot 10^{21}$ V m$^{-2}$</td>
</tr>
<tr>
<td>electric dipole moment</td>
<td>$ea_0$</td>
<td>$8.47835281(21) \cdot 10^{30}$ C</td>
</tr>
<tr>
<td>electric quadrupole moment</td>
<td>$ea_0^2$</td>
<td>$4.48655107(11) \cdot 10^{40}$ C m$^2$</td>
</tr>
</tbody>
</table>

Table 2.2: Conversion factors for some basic quantities into atomic units [108].
Part I

Method
3 Time-dependent close coupling method

In order to simulate the interaction of laser pulses with the helium atom, we solve the time-dependent Schrödinger equation (TDSE)

$$i \frac{\partial}{\partial t} |\Psi(t)\rangle = \hat{H} |\Psi(t)\rangle.$$  \hspace{1cm} (3.1)

The wave function $|\Psi(t)\rangle$ is an element of a six-dimensional Hilbert space (three spatial degrees of freedom for each electron). In addition, it explicitly depends on time $t$.

To solve the TDSE, we employ the time-dependent close coupling (TDCC) method [7, 43, 44]. The basic idea of this approach is to expand the four angular degrees of freedom in the basis $|l_1 l_2 LM\rangle$ of coupled angular momenta. Here, $L$ is associated with the total angular momentum, $M$ gives its projection on the $z$-axis, and $l_1$ and $l_2$ give the single-electron angular momenta. The coupled angular basis functions are defined as

$$|l_1 l_2 LM\rangle = \sum_{m_1, m_2} |l_1 m_1 l_2 m_2\rangle |l_1 m_1 l_2 m_2 l_1 l_2 LM\rangle,$$  \hspace{1cm} (3.2)

where $m_1$ and $m_2$ are the z-projections of the individual angular momenta, while $\langle l_1 m_1 l_2 m_2|l_1 l_2 LM\rangle$ are the Clebsch-Gordan coefficients. For basis functions of the coupled basis, $L$, $M$, $l_1$, and $l_2$ are good quantum numbers, whereas $m_1$ and $m_2$ are not. This basis is well adapted to the problem at hand, as the field-free Hamiltonian displays spherical symmetry. Therefore, both $L$ and $M$ remain good quantum numbers. In linearly polarized laser fields, the spherical symmetry is reduced to cylindrical symmetry, such that only $M$ is conserved. This effectively removes one degree of freedom from the calculation, strongly reducing the computational effort. The wave function is then represented as

$$|\Psi(t)\rangle = \sum_{L, M, l_1, l_2} \sum_{L, M, l_1, l_2} |\chi_{l_1 l_2}^{LM}(t)\rangle \otimes |l_1 l_2 LM\rangle,$$  \hspace{1cm} (3.3)

where the $|\chi_{l_1 l_2}^{LM}(t)\rangle$ are the (partial) wave functions in radial space. This expansion is thus also called a partial wave expansion of the wave function. In the following,
we use the explicit representation

\[ \langle r_1 r_2 \mid \chi_{l_1^0}^{LM}(t) \rangle = \frac{R_{i_1,i_2}^{LM}(r_1, r_2, t)}{r_1 r_2} \]  

(3.4)

of the partial waves in radial space. The projection of the angular momentum basis functions \(|l_1 l_2 LM\rangle\) onto angular space \((\Omega_1, \Omega_2) = (\theta_1, \varphi_1, \theta_2, \varphi_2)\) is given by the coupled spherical harmonics (sometimes referred to as bipolar spherical harmonics),

\[ \langle \Omega_1 \Omega_2 \mid l_1 l_2 LM \rangle = Y_{l_1}^{LM}(\Omega_1, \Omega_2) = \sum_{m_1, m_2} \langle l_1 m_1 l_2 m_2 \mid l_1 l_2 LM \rangle Y_{m_1}^{l_1} (\Omega_1) Y_{m_2}^{l_2} (\Omega_2), \]  

(3.5)

where \(Y_{m}^{l}(\Omega) = (\Omega|lm)\) are the ordinary spherical harmonics.

Inserting the partial wave expansion into (3.1) and multiplying by \(|l_1' l_2' L'M'\rangle\) leads to

\[ i \frac{\partial}{\partial t} R_{i_1,i_2}^{LM'}(r_1, r_2, t) = \sum_{L,M_1,M_2} \langle l_1' l_2' L'M' \mid \hat{H} \mid l_1 l_2 LM \rangle \frac{R_{i_1,i_2}^{LM}(r_1, r_2, t)}{r_1 r_2}. \]  

(3.6)

The seven-dimensional Schrödinger equation is thus transformed to a set of infinitely many coupled partial differential equations in \(r_1, r_2\) and \(t\). In practice, the partial wave expansion (3.3) only has to include those partial waves that are physically relevant for a given process.

As mentioned before, linearly polarized electromagnetic fields in the dipole approximation conserve cylindrical symmetry about their polarization axis, which we choose as the \(z\)-axis. This means that one degree of freedom is removed from the system, and \(M\) is a conserved quantum number. As we always use initial states with \(M = 0\) (e.g., the helium ground state), we can restrict ourselves to basis states \(|l_1 l_2 L0\rangle\). Expressed in angular variables \((\Omega_1, \Omega_2) = (\theta_1, \varphi_1, \theta_2, \varphi_2)\), this means that the wave function only depends on \(\varphi_1 - \varphi_2\), but is independent of \(\varphi_1 + \varphi_2\). This drastically reduces the numerical effort needed. In the following, we drop the label \(M = 0\) from all further equations. A discussion of the general case \(M \neq 0\) can be found in [103].

To evaluate equation (3.6), the matrix elements \(|l_1' l_2' L'M' = 0\rangle \langle l_1 l_2 LM = 0\rangle\) are needed. We split the Hamilton operator \(\hat{H}\) into separate parts, with

\[ \hat{H} = \hat{H}_0 + \hat{H}_{em} = \hat{T}_1 + \hat{T}_2 + \hat{W} + \hat{H}_{em,1} + \hat{H}_{em,2} \]  

(3.7)

and

\[ \hat{T}_1 = \frac{\hat{p}_i^2}{2} - \frac{Z}{r_i}, \quad \hat{T}_2 = \frac{1}{|\hat{r}_1 - \hat{r}_2|} = \frac{1}{r_{12}} \]  

(3.8)

\[ \hat{H}_{em,i} = \hat{r}_i \cdot \mathbf{E}, \quad \hat{H}_{em,x} = \hat{p}_r \cdot \mathbf{A} + \frac{1}{2} \mathbf{A}^2, \]  

(3.9)
where the $\hat{T}_i$ include the kinetic energies and the electron-nucleus interaction, $\hat{W}$ describes the electron-electron interaction, and the $\hat{H}_{em,i}$ describe the electron-laser interaction in either length gauge or velocity gauge.

The following calculations are based on the angular momentum algebra techniques presented in Appendix B.

### 3.1 Kinetic energy and electron-nucleus interaction

The kinetic energy and electron-nucleus interaction terms $\hat{T}_i$ are one-body operators. In addition, they conserve the single-particle and total angular momenta, as the electron-nucleus interaction is spherically symmetric. The associated matrix elements are therefore diagonal in the angular momentum basis. We proceed in coordinate space, where

$$\hat{r} \rightarrow \mathbf{r}, \hat{p} \rightarrow -i\nabla$$

and use

$$\Delta_i = \frac{\partial^2}{\partial r_i^2} + \frac{2}{r_i} \frac{\partial}{\partial r_i} - \frac{L_i^2}{r_i^2}.$$  

(3.11)

We then get

$$\hat{T}_i = -\frac{1}{2} \Delta_i - \frac{Z}{r_i} = -\frac{1}{2} \left( \frac{\partial^2}{\partial r_i^2} + \frac{2}{r_i} \frac{\partial}{\partial r_i} - \frac{L_i^2}{r_i^2} \right) - \frac{Z}{r_i}$$

(3.12)

and with the help of

$$\left( \frac{\partial^2}{\partial r_i^2} + \frac{2}{r_i} \frac{\partial}{\partial r_i} \right) \frac{R_{l_1 l_2}^{L}}{r_i} = \frac{1}{r_i} \frac{\partial^2 R_{l_1 l_2}^{L}}{\partial r_i^2}$$

(3.13)

the matrix element reads

$$\langle l_1' l_2' L' 0 | \hat{T}_i | l_1 l_2 L 0 \rangle \frac{R_{l_1 l_2}^{L}}{r_1 r_2} = \frac{1}{r_1 r_2} \left( -\frac{1}{2} \frac{\partial^2}{\partial r_1^2} + \frac{l_i (l_i + 1)}{2 r_i^2} - \frac{Z}{r_i} \right) R_{l_1 l_2}^{L} \delta_{LL'} \delta_{l_1 l_1'} \delta_{l_2 l_2'}.$$  

(3.14)

### 3.2 Electron-electron interaction

The electron-electron interaction operator is spherically symmetric (under rotation of both particle momenta), and therefore conserves the total angular momentum $L$. Consequently, the matrix elements associated with it are diagonal in $L, L'$. Using the expansion of $1/r_{12}$ into (renormalized) spherical harmonics as defined in (B.39)

$$\frac{1}{r_{12}} = \sum_{\lambda>0} \frac{4\pi}{2\lambda + 1} \frac{r_{<}^\lambda}{r_{>}^{2\lambda + 1}} \sum_{q=-\lambda}^{\lambda} Y_q^\lambda(\Omega_1) Y_q^\lambda(\Omega_2)$$

$$= \sum_{\lambda>0} \frac{r_{<}^\lambda}{r_{>}^{2\lambda + 1}} \sum_{q=-\lambda}^{\lambda} (-1)^q C_q^{(\lambda)}(\Omega_1) C_q^{(\lambda)}(\Omega_2)$$  

(3.15)
we can write the matrix element for the electron-electron interaction operator

\[
\langle l'_1 l'_2 L'0 | \hat{W} | l_1 l_2 L0 \rangle = \langle l'_1 l'_2 L'0 | \frac{1}{r_{12}} | l_1 l_2 L0 \rangle = \\
\sum_{\lambda=0}^{\infty} \frac{r_\\lambda}{r_{12}^{\lambda+1}} \sum_{\lambda} (-1)^{\lambda} \langle l'_1 l'_2 L'0 | C^{(\lambda)}_q (\Omega_1) C^{(\lambda)}_q (\Omega_2) | l_1 l_2 L0 \rangle. \tag{3.16}
\]

With the help of formula (B.28) for the scalar product of two tensor operators in their coupled basis we obtain

\[
\sum_{\lambda=-\lambda}^{\lambda} (-1)^{\lambda} \langle l'_1 l'_2 L'0 | C^{(\lambda)}_q (\Omega_1) C^{(\lambda)}_q (\Omega_2) | l_1 l_2 L0 \rangle = \\
(-1)^{L'+l'_1+l_1} \left\{ \langle l'_1 | C^{(\lambda)} | l_1 \rangle \langle l'_2 | C^{(\lambda)} | l_2 \rangle \right\} \left\{ \begin{array}{ccc} l'_1 & l'_2 & L' \\ l_1 & l_2 & \lambda \end{array} \right\} \delta_{LL'}. \tag{3.17}
\]

After evaluating the reduced matrix elements by virtue of (B.40) and reordering the 6j-symbol according to (B.33), inserting (3.17) in (3.16) gives

\[
\langle l'_1 l'_2 L'0 | \hat{W} | l_1 l_2 L0 \rangle \equiv \sqrt{(2l_1 + 1)(2l'_1 + 1)(2l_2 + 1)(2l'_2 + 1)} \\
\times \sum_{\lambda=0}^{\infty} (-1)^{L'+\lambda} \frac{r_\\lambda}{r_{12}^{\lambda+1}} \left( \begin{array}{ccc} l_1 & \lambda & l'_1 \\ 0 & 0 & 0 \end{array} \right) \left( \begin{array}{ccc} l_2 & \lambda & l'_2 \\ 0 & 0 & 0 \end{array} \right) \left\{ \begin{array}{ccc} L' & l'_1 & l'_2 \\ \lambda & l_1 & l_2 \end{array} \right\} \delta_{LL'} =: W_{l_1 l_2 l'_1 l'_2}(r_1, r_2). \tag{3.18}
\]

Note that when implemented computationally, the sum over \( \lambda \) will be truncated at a certain \( \lambda_{\text{max}} \).

### 3.3 Electron-laser interaction

The electron-laser interaction operators (in dipole approximation) are one-particle operators. They do not conserve angular momentum, but obey the selection rules for dipole transitions. In the coupled angular momentum basis this means that only matrix elements where \( L \) and either \( l_1 \) or \( l_2 \) change by one unit are non-zero. In addition, the operator has odd parity and therefore only couples partial waves with opposite parity. These selection rules are independent of the gauge employed.

#### 3.3.1 Length gauge

Writing the dipole operators \( z_i = r_i \cos \theta_i \) for linearly polarized fields in spherical coordinates and expressing \( \cos \theta_i \) by renormalized spherical harmonics (Racah-tensors), the matrix element for the laser interaction in length gauge takes the
form

\[ \langle l'_1 l'_2 L'0 | \hat{H}_{\text{em}} | l_1 l_2 L0 \rangle = \langle l'_1 l'_2 L'0 | E(t) (z_1 + z_2) | l_1 l_2 L0 \rangle = E(t) \langle l'_1 l'_2 L'0 | r_1 C_{0}^{(1)}(\Omega_1) + r_2 C_{0}^{(1)}(\Omega_2) | l_1 l_2 L0 \rangle. \] (3.19)

To evaluate the expressions \( \langle l'_1 l'_2 L'0 | C_{0}^{(1)}(\Omega_1) | l_1 l_2 L0 \rangle \) it is necessary to switch to the uncoupled basis \( | l_1 m_1 l_2 m_2 \rangle \)

\[ \langle l'_1 l'_2 m'_1 m'_2 | C_{0}^{(1)}(\Omega_1) | l_1 l_2 m_1 m_2 \rangle = \sum_{m_1, m'_1, m_2, m'_2} \left[ \begin{array}{c} l_1 \\ m_1 \\
 l_2 \\ m_2
 \end{array} \right] \left[ \begin{array}{c} l'_1 \\ m'_1 \\
 l'_2 \\ m'_2 \end{array} \right] \frac{\langle l'_1 | C_{0}^{(1)} | l_1 \rangle}{\sqrt{2l'_1 + 1}} \delta_{l_1 l'_1} \delta_{m_1 m'_1} =
\]

\[ (-1)^{l_1 - l'_1 + 1} \left[ \begin{array}{c} l_1 \\ 0 \\
 m_1 \\
 l'_1 \\ m'_1 \end{array} \right] \frac{\langle l'_1 | C_{0}^{(1)} | l_1 \rangle}{\sqrt{2l'_1 + 1}} \delta_{l'_1 l_1} \delta_{m'_1 m_1}. \] (3.21)

Note that the relation (B.14) has been used to change the ordering of the columns in the CG coefficient. Inserting (3.21) in (3.20) gives

\[ \langle l'_1 l'_2 L'0 | C_{0}^{(1)}(\Omega_1) | l_1 l_2 L0 \rangle = (-1)^{l_1 - l'_1} \frac{\langle l'_1 | C_{0}^{(1)} | l_1 \rangle}{\sqrt{2l'_1 + 1}} \delta_{l'_1 l_1} \delta_{m'_1 m_1} \]

\[ \times \sum_{m'_1, m_2, m'_2} \left[ \begin{array}{c} 1 \\ 0 \\
 l_1 \\ m_1 \\
 l_2 \\ m_2 \\
 l'_1 \\ m'_1 \\
 l'_2 \\ m'_2 \\
 L' \\ 0 \end{array} \right] = \left( -1 \right)^{l_1 - l'_1 + 1} \frac{\langle l'_1 | C_{0}^{(1)} | l_1 \rangle}{\sqrt{2l'_1 + 1}} \delta_{l'_1 l_1} \delta_{m'_1 m_1}. \] (3.22)

Due to selection rules only one index in the sum (3.22) is independent, which then can be evaluated using the relation (B.34). The reduced matrix element can be again calculated with the help of (B.40), giving

\[ \langle l'_1 l'_2 L'0 | C_{0}^{(1)}(\Omega_1) | l_1 l_2 L0 \rangle =
\]

\[ (-1)^{l_1 - l'_1 + 1} (-1)^{l_1 + l_2 + L + 1} (-1)^{l'_1} \sqrt{(2l'_1 + 1)(2l'_1 + 1)(2L + 1)} \]

\[ \times \left[ \begin{array}{c} 1 \\ 0 \\
 L \\
 L' \\
 L \\
 0 \\
 0 \\
 0 \end{array} \right] \left[ \begin{array}{c} 1 \\ l_1 \\
 l'_1 \\
 1 \\
 l_2 \\
 0 \\
 0 \end{array} \right] \left[ \begin{array}{c} 1 \\ 0 \\
 0 \\
 0 \end{array} \right] \delta_{l'_1 l_1}. \] (3.23)
After collecting the phase factors, converting the CG coefficient to a 3j-symbol with the help of (B.19) and slightly changing the ordering in the 6j-symbol by virtue of (B.32) and (B.33) the matrix element (3.20) finally becomes

\[
\langle l'_1 l'_2 L'|C_0^{(1)}(\Omega_1)|l_1 l_2 L0 \rangle = (-1)^{l'_1} \sqrt{(2l'_1 + 1)(2l'_1 + 1)(2L + 1)(2L' + 1)} \times \left( \begin{array}{ccc} L & 1 & L' \\ 0 & 0 & 0 \end{array} \right) \left( \begin{array}{c} l_1 \\ 0 \\ 0 \end{array} \right) \left( \begin{array}{c} l'_1 \\ 1 \\ L' \end{array} \right) \delta_{l'_1 l_1} \delta_{l'_2 l_2}. \tag{3.24} \]

The calculation for \( \langle l'_1 l'_2 L'|C_0^{(1)}(\Omega_2)|l_1 l_2 L0 \rangle \) can be done in complete analogy, leading to the same result with \( l_1 \leftrightarrow l_2 \) and \( l'_1 \leftrightarrow l'_2 \). Therefore the final result for the total matrix element (3.19) is (in agreement with [7])

\[
\langle l'_1 l'_2 L'|\hat{H}_{\text{int}}|l_1 l_2 L0 \rangle \equiv E(t) \sqrt{(2L + 1)(2L' + 1)} \left( \begin{array}{ccc} L & 1 & L' \\ 0 & 0 & 0 \end{array} \right) \times \left[ r_1 (-1)^{l'_1} \sqrt{(2l'_1 + 1)(2l'_1 + 1)} \left( \begin{array}{c} l_1 \\ 0 \\ 0 \end{array} \right) \left( \begin{array}{c} l'_1 \\ 1 \\ L' \end{array} \right) \delta_{l'_1 l_1} \delta_{l'_2 l_2} \\
+ r_2 (-1)^{l_1} \sqrt{(2l_1 + 1)(2l_1 + 1)} \left( \begin{array}{c} l_2 \\ 0 \\ 0 \end{array} \right) \left( \begin{array}{c} l_1 \\ 1 \\ L' \end{array} \right) \delta_{l_1 l'_1} \delta_{l_2 l'_2} \right] =: V_{l'_1 l'_2 L'}^{L L'}(r_1, r_2, t). \tag{3.25} \]

### 3.3.2 Velocity gauge

In velocity gauge, the dipole operator for linearly polarized fields reads

\[
-\frac{i}{c} A(t) \partial_{\dot{z}_i} = -\frac{i}{c} A(t) \nabla_i \cdot \dot{\hat{z}}_i, \tag{3.26} \]

where the \( A(t)^2 \) term has been transformed away as described in section 2.5.2.

Expression (3.26) can be recast using

\[
\nabla_i = \frac{1}{2} [\Delta_i, r_i] \tag{3.27} \]

and yields

\[
-\frac{i}{c} A(t) \partial_{\dot{z}_i} = -\frac{i}{2c} A(t) [\Delta_i, r_i \cos \theta_i]. \tag{3.28} \]

With the help of (3.11) and (3.13) we can write\(^4\)

\[
[\Delta_i, r_i \cos \theta_i] \frac{R_{l_1 l_2}^{L}}{r_i} = \frac{2}{r_i} \left[ \cos \theta_i \frac{\partial}{\partial r_i} - \frac{L_i^2 \cos \theta_i + \cos \theta_i L_i^2}{2r_i} \right] R_{l_1 l_2}^{L}, \tag{3.29} \]

\(^4\) Note that \([L^2, \cos \theta] \neq 0\).
and hence we have to calculate the matrix elements
\[
\langle l_1 l_2 L 0 | -\frac{L^2}{2r_i} \cos \theta_i + \cos \theta_i \frac{L^2}{2r_i} | l_1 l_2 L 0 \rangle = \frac{-l_i(l_i + 1) + l_i(l_i + 1)}{2r_i} \cos \theta_i | l_1 l_2 L 0 \rangle = \frac{-l_i(l_i + 1) + l_i(l_i + 1)}{2r_i} C_0^{(1)}(\Omega_i) | l_1 l_2 L 0 \rangle .
\]

Since we have already worked out \( \langle l_1' l_2' L' 0 | C_0^{(1)}(\Omega_i) | l_1 l_2 L 0 \rangle \) in (3.24) we can write the matrix elements for the laser interaction in velocity gauge
\[
\langle l_1' l_2' L' 0 | \hat{H}_{\text{em}} | l_1 l_2 L 0 \rangle = \langle l_1' l_2' L' 0 | -\frac{i}{c} A(t) \left( \frac{\partial}{\partial r_1} + \frac{\partial}{\partial r_2} \right) | l_1 l_2 L 0 \rangle \frac{R_{l_1 l_2}}{r_1 r_2} = -\frac{1}{r_1 r_2} \]
\[
\times \left[ \left( \frac{\partial}{\partial r_1} - \frac{l_i'(l_i' + 1) + l_i(l_i + 1)}{2r_1} \right) (-1)^{l_2} c_1 \begin{pmatrix} l_1 & 1 & l_1' \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} l_1 & l_2 & L \\ l_1' & l_2 & L' \end{pmatrix} \delta_{l_1'l_2} \right] 
\]
\[
+ \left( \frac{\partial}{\partial r_2} - \frac{l_i'(l_i' + 1) + l_i(l_i + 1)}{2r_2} \right) (-1)^{l_1} c_2 \begin{pmatrix} l_2 & 1 & l_2' \\ 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} l_2 & l_1 & L \\ l_1' & l_2 & L' \end{pmatrix} \delta_{l_1'l_2} \right] 
\]
\[
\times \frac{i}{c} A(t) \sqrt{(2L + 1)(2L' + 1)} \begin{pmatrix} L & 1 & L' \\ 0 & 0 & 0 \end{pmatrix} R_{l_1 l_2} 
\]
\[
= \frac{1}{r_1 r_2} V_{l_1'l_2' l_1 l_2}^{LL'}(r_1, r_2, t) R_{l_1 l_2} (3.31)
\]

with
\[
c_i = \sqrt{(2l_i + 1)(2l_i' + 1)} .
\]

### 3.4 Close-coupling equations

Upon substitution of the matrix elements for the different parts of the Hamilton operator (3.14), (3.16), (3.25) or (3.31) into (3.6) and multiplying by \( (r_1 r_2) \) the final close-coupling equations are given by
\[
\frac{i}{\hbar} \frac{\partial}{\partial t} R_{l_1 l_2}^{L} (r_1, r_2, t) = T_{l_1 l_2} (r_1, r_2) R_{l_1 l_2}^{L} (r_1, r_2, t) 
\]
\[
+ \sum_{l_i', l_2', L'} V_{l_1 l_2 l_i' l_2'}^{LL'} (r_1, r_2, t) R_{l_i' l_2'}^{L'} (r_1, r_2, t) 
\]
\[
+ \sum_{l_i', l_2', L'} W_{l_1 l_2 l_i' l_2'}^{L L'} (r_1, r_2) R_{l_i' l_2'}^{L'} (r_1, r_2, t) 
\]
\[
(3.33)
\]

#### 3.4.1 Symmetry considerations

In chapter 2.2 we pointed out that the eigenfunctions of the field-free Hamiltonian are also eigenfunctions of the permutation and parity operators. The electron-laser
interaction conserves the permutation symmetry, but not the parity. Instead, the parity switches from even to odd and vice versa for each transition induced by the laser field. By exploiting these symmetries, the number of partial waves needed in the partial wave expansion (3.3) is drastically reduced (typically by a factor of two to three), which in turn strongly reduces the numerical effort needed to solve the close-coupling equations (3.33).

Permutation

As we restrict ourselves to spin singlet states $S = 0$, the spatial part of the wave function is always symmetric under exchange of the two particles. In the partial wave expansion, this means that

$$\Psi_s(r_2, r_1) = \Psi_s(r_1, r_2) \iff R_{l_2, l_1}^L(r_2, r_1, t) = (-1)^{L-l_1+l_2} R_{l_1, l_2}^L(r_1, r_2, t),$$

where the phase factor occurs as the coupled spherical harmonics are either symmetric or antisymmetric under exchange of their arguments. In linearly polarized laser fields, $L + l_1 + l_2$ is constant because of parity conservation, such that this phase factor is always one in our case. Thus, interchanging both the radial coordinates $r_1, r_2$ and the single-particle angular momenta $l_1, l_2$ leaves the wave function invariant. We exploit this property by storing the functions $R_{l_1, l_2}^L(r_1, r_2, t)$ only for $l_2 > l_1$. If $R_{l_1, l_2}^L(r_1, r_2, t)$ with $l_1 > l_2$ is needed, the required value is instead taken from $R_{l_2, l_1}^L(r_2, r_1, t)$. Another possible way to exploit this would be to use explicitly symmetrized basis functions.

Parity

Application of the parity operator to the spherical harmonics transforms them according to

$$\hat{\Pi} Y_{m}^{l} (\theta, \varphi) = Y_{-m}^{l} (\pi - \theta, \pi + \varphi) = (-1)^{l} Y_{m}^{l} (\theta, \varphi),$$

such that the parity of the spherical harmonics only depends on the absolute value of the angular momentum $L^2$, but not on its direction. The coupled angular momentum basis conserves the single-particle angular momenta (i.e. $l_1, l_2$ remain good quantum numbers). Consequently, the parity of the coupled spherical harmonics is given by

$$\hat{\Pi} Y_{l_1, l_2}^{LM} (\Omega_1, \Omega_2) = (-1)^{l_1+l_2} Y_{l_1, l_2}^{LM} (\Omega_1, \Omega_2).$$

Taking into account the parity selection rules induced by the dipole operator leads to a significant reduction of the angular momentum basis functions that need to be used in the partial wave expansion, cf. section 3.4.2.
3.4.2 Selection rules

As mentioned previously, the field-free Hamiltonian $\hat{H}_0$ conserves both total angular momentum and parity. The electron-laser interaction $V_{l_1,l_2,l_1',l_2'}^{L,L'}$ (in either gauge) couples $l_1, l_2$ and $L$, but only for states that fulfill the parity selection rules, cf. (B.17)

$$l_1 = l_1' \pm 1 \quad \text{and} \quad L = L' \pm 1$$  \hspace{0.5cm} (3.37)

or

$$l_2 = l_2' \pm 1 \quad \text{and} \quad L = L' \pm 1.$$  \hspace{0.5cm} (3.38)

This implies that when starting from the ground state with $^1S^e$, the states corresponding to each total angular momentum $L$ must have parity $\pi = (-1)^L$, as each absorbed photon (i.e. unit of angular momentum) switches the parity. The partial wave expansion (3.3) therefore only needs to contain states with a given parity for any value of the total angular momentum $L$. Table 5.1 lists the first components of the partial wave expansion or alternatively, the reason why they are not needed in the computation.
4 Numerical methods

The use of time-dependent close-coupling, i.e. the expansion of the angular degrees of freedom in coupled spherical harmonics, does not introduce any approximations – the time-dependent close-coupling equations (3.33) are just one possible representation of the full Schrödinger equation. To solve these equations numerically, we introduce approximations to take care of both the radial degrees of freedom as well as the temporal propagation. The methods used are described in this chapter.

4.1 Radial discretization

The choice of the coupled angular momentum basis transforms four of the six spatial degrees of freedom from continuous variables to a discrete basis set, labeled by the angular momentum quantum numbers \( (l_1, l_2, L, M) \). To be able to solve the resulting close-coupling equations (3.33), the remaining two radial degrees of freedom also have to be discretized, such that the operator \( \hat{H} \) can be represented by a matrix. While the choice of (coupled) angular momenta for the angular degrees of freedom is relatively straightforward because they fit the symmetry of the problem, the situation is more complex for the radial degrees. One common approach is the use of grid-based methods, where the value of the wave function is stored at a sequence of grid points and derivative operators are approximated by finite difference techniques. This has the favorable property that all operators are very sparse, i.e. operators that are local in space remain local in this representation, and derivative operators typically couple only a few adjacent grid points. This allows for efficient computation of the matrix-vector products representing the action of operators on a wave function. On the other hand, these approaches are typically not very accurate, i.e. require a high number of grid points to achieve converged results. Another common approach is the use of basis-set methods, where the wave function is represented by the coefficients of a (typically orthonormal) basis set \( |\chi_i\rangle \). If the basis chosen is well adapted to the physical problem, this often requires much fewer basis functions than the number of grid points necessary in a grid-based approach. On the other hand, one has to calculate potentially complicated matrix elements \( \langle \chi_i |\hat{O}| \chi_j \rangle \) of the operators sandwiched between the basis functions. Additionally, the resulting matrix representations of the operators are often far from sparse, even for local operators such as potentials \( V(x) \).
In order to obtain a matrix representation of the Hamiltonian that is both accurate and sparse, it is desirable to use a method that combines some of the features of both grid-based and basis-set approaches. One such approach is the finite element discrete variable representation (FEDVR), which, in turn, combines ideas from finite element approaches and the discrete variable representation.

### 4.1.1 Finite elements

The basic idea of finite element (FE) methods is to divide the underlying configuration space of a differential equation into small subdomains or finite elements. Typically, FE techniques are used to handle complex geometries – however, they are also useful for "simple" problems in one dimension (which is sufficient for our purposes). In our case, the radial variables \( r_i \) are split into finite elements with the FE boundaries

\[
0 \leq r^{(1)} < r^{(2)} < \cdots < r^{(N)} \leq r_{\text{max}}.
\]  

(4.1)

Instead of using global basis functions, we expand the wave function in a basis of functions that are local to each finite element,

\[
f_m^{(i)}(r), \ r \notin [r^{(i)}, r^{(i+1)}] \Rightarrow f_m^{(i)}(r) = 0 \ \forall \ m.
\]  

(4.2)

In each finite element, we choose basis functions obtained from a discrete variable representation (DVR) approach, which also provides a prescription for calculating matrix elements. Apart from the basic idea of splitting space into smaller elements, we do not use the further features of FE methods. A more detailed treatment of the subject can be found in, e.g. [109].

### 4.1.2 Discrete variable representation

In this section we give a short introduction to the polynomial discrete variable representation (DVR), which is closely related to the well-known concept of the spectral (finite-basis) representation of wave functions. Following [110–113] we will outline the most important steps for one-dimensional problems in this section.

In coordinate space a wave function in its spectral representation (SR)

\[
\langle x | \Psi \rangle = \sum_{m=1}^{N} \langle x | \Phi_m \rangle \langle \Phi_m | \Psi \rangle = \sum_{m=1}^{N} a_m \langle x | \Phi_m \rangle
\]  

(4.3)

is described by the expansion coefficients

\[
a_m = \langle \Phi_m | \Psi \rangle = \int \langle \Phi_m | x \rangle \langle x | \Psi \rangle dx
\]  

(4.4)

in a given orthonormalized basis \( \{ | \Phi_m \rangle \} \) of the Hilbert space, where usually the basis is complete for \( N \to \infty \). For \( N \neq \infty \), this representation is also called a finite
basis representation (FBR). The basis functions are orthonormal and thus fulfill
\[
\langle \Phi_m | \Phi_n \rangle = \int \langle \Phi_m | x \rangle \langle x | \Phi_n \rangle \, dx = \delta_{mn}.
\] (4.5)

Inserting this ansatz for the wave function in the time-independent Schrödinger equation gives
\[
\sum_{m=1}^{N} \langle \Phi_n | \hat{H} | \Phi_m \rangle a_m = \sum_{m=1}^{N} \hat{H}_{nm} a_m = a_n E,
\] (4.6)
which is a matrix eigenvalue problem once the matrix elements \( \hat{H}_{nm} = \langle \Phi_n | \hat{H} | \Phi_m \rangle \) have been calculated. Note that the coefficients \( a_n \) can be understood as variational parameters and as a consequence the solutions of (4.6) will always represent an upper bound to the true solution for \( N \to \infty \). Thus, the SR is sometimes also called variational basis representation (VBR).

The idea behind the DVR is to choose a basis \( \{ | \Phi_m \rangle \} \) for which the overlap integrals in (4.5) can be evaluated exactly by numerical quadrature. In a polynomial DVR, these functions are polynomials up to order \( N \), products of which can be integrated exactly by Gaussian quadrature of order \( N \) (see Appendix A for more details). Replacing the integral in (4.4) by its discrete approximation, we get
\[
\tilde{a}_m = \sum_{j=1}^{M} w_j \langle \Phi_m | x_j \rangle \langle x_j | \Psi \rangle
\] (4.7)
with the spectral basis remaining orthonormal when using the quadrature,
\[
\langle \Phi_m | \Phi_n \rangle = \sum_{j=1}^{M} w_j \langle \Phi_m | x_j \rangle \langle x_j | \Phi_n \rangle = \delta_{mn}.
\] (4.8)

The integrals are approximated with the help of the quadrature weights \( w_j \). The wave function (4.3) then reads
\[
\langle x | \Psi \rangle = \sum_{m=1}^{N} \tilde{a}_m \langle x | \Phi_m \rangle \approx \sum_{m=1}^{N} \sum_{j=1}^{N} w_j \langle x | \Phi_m \rangle \langle \Phi_m | x_j \rangle \langle x_j | \Psi \rangle.
\] (4.9)

Note that consequently also matrix elements
\[
\langle \Phi_m | \hat{V} | \Phi_n \rangle = \int \Phi_m^* (x) V(x) \Phi_n (x) \, dx \approx \sum_{j=1}^{N} w_j \Phi_m^* (x_j) V(x_j) \Phi_n (x_j)
\] (4.10)
are calculated approximately by grid based quadrature methods instead of continuous integration. In the DVR, this finite basis is transformed by a unitary transformation to a new basis \( \{ f_j (x) \} \). The functions \( f_j (x) \) have the property that they are non-zero only at the quadrature point \( x_j \), i.e.
\[
f_j (x_i) = \frac{\delta_{ij}}{\sqrt{w_i}}
\] (4.11)
and in analogy to (4.3) and (4.8) they define an orthonormal basis (a rigorous proof can be found in [110]),

\[
\langle f_i | f_j \rangle = \int f_i^*(x) f_j(x) \, dx = \sum_{m=1}^{N} w_m f_i^*(x_m) f_j(x_m) = \delta_{ij} \tag{4.12}
\]

The DVR basis functions can be obtained from (note that the \( \{ \Phi_m \} \) do not form a complete basis if \( N \) is finite)

\[
f_j(x) = \sqrt{w_j} \sum_{m=1}^{N} \langle x | \Phi_m \rangle \langle \Phi_m | x_j \rangle . \tag{4.13}
\]

The wave function is then expressed as

\[
\langle x | \Psi \rangle = \sum_{j=1}^{N} \langle x | f_j \rangle \langle f_j | \Psi \rangle = \sum_{j=1}^{N} \tilde{\Psi}_j f_j(x) , \tag{4.14}
\]

where the coefficients \( \tilde{\Psi}_j = \langle f_j | \Psi \rangle \) are also directly connected to the values of the wave function at the grid points, \( \tilde{\Psi}_j = \sqrt{w_j} \Psi(x_j) \). This is the reason that the DVR can be seen as a bridge between spectral basis methods and grid-based approaches – the coefficients of the basis functions \( f_j \) simultaneously give the values of the wave function at the grid points in coordinate space, which are chosen as the quadrature points of the underlying Gaussian quadrature.

A further consequence of this is that the coordinate operator is strictly diagonal in the DVR basis,

\[
\langle f_i | \hat{x} | f_j \rangle = \delta_{ij} x_i . \tag{4.15}
\]

Consequently, the functions \( f_j(x) \) can be referred to as coordinate eigenfunctions because they depend only on the chosen quadrature and the corresponding mesh (which are, in turn, related to the corresponding equivalent finite-basis representation).

In a DVR the wave functions are thus represented by a complete and orthonormal set of basis functions that are uniquely related to the chosen grid and quadrature. Note that FBR and DVR are strictly equivalent (isomorphic) if the FBR consists of orthogonal polynomials, as we have chosen here [114, 115].

Therefore, a wave function in the DVR is effectively represented by an interpolating polynomial. For a given order this interpolating polynomial is unique [116] and we can express it without loss of generality by the Lagrange polynomials (A.11)

\[
L_i(x) = \prod_{j \neq i} \frac{x - x_j}{x_i - x_j} \tag{4.16}
\]

which fulfill

\[
L_i(x_j) = \delta_{ij} . \tag{4.17}
\]
As the representation is unique, i.e. the Lagrange polynomials form the only polynomial basis that fulfills (4.17), they are identical to the basis functions \( f_j(x) \) (up to a factor \( \sqrt{w_j} \)). This is the reason why in many publications (following a series of papers by Baye et al. [117–119]) polynomial DVRs are referred to as Lagrange-mesh techniques. This notation emphasizes the two possible equivalent approaches to the DVR:

1. In the grid approach one chooses a quadrature and an according grid (usually given by the zeros of classical orthogonal polynomials). The DVR basis functions can then be expressed by Lagrange interpolating polynomials.

2. In the basis approach one selects a set of basis functions which imply a quadrature and constructs the DVR basis as in (4.13).

**Potential matrix elements**

A very attractive property of the DVR is that due to (4.11) and (4.15) the potential matrix elements are diagonal within quadrature accuracy

\[
\langle f_i | \hat{V} | f_j \rangle \approx V(x_i) \delta_{ij} \tag{4.18}
\]

and thus equal to the potential evaluated at the grid points.

Note that the potential matrix elements are in general not calculated exactly by quadrature. The reason is that a \( N \)-point Gaussian quadrature just allows for an exact calculation of polynomial integrands of degree \( 2N - 1 \) (see A.8 in Appendix A). Hence, assuming that all matrix elements of coordinate operators are diagonal is the fundamental approximation in DVR. In other words (referring to the isomorphic FBR) the quadrature is not exact for those components of \( \hat{V} | \Phi_i \rangle \) (aliasing terms) that do not remain in the spectral basis [120]. In practice, those errors are removed implicitly by extending the basis size until numerical convergence is reached. However, the strict variational properties of (4.6) are lost in the DVR. A more detailed treatment of the problem is given in [114, 120].

**Calculating derivatives**

In the DVR basis the \( n \)-th derivative of a function \( \Psi(x) \) is given by

\[
\frac{\partial^n \Psi(x)}{\partial x^n} = \sum_{j=1}^{N} \tilde{\Psi}_j \frac{\partial^n f_j(x)}{\partial x^n}, \tag{4.19}
\]

where the derivatives of the basis functions \( \frac{\partial^n f_j(x)}{\partial x^n} \) have to be computed just once initially. If the \( n \)-th derivative is to be evaluated at the DVR points one gets

\[
\frac{\partial^n \Psi(x_i)}{\partial x^n} = \sum_{j=1}^{N} \tilde{\Psi}_j \frac{\partial^n f_j(x_i)}{\partial x^n}. \tag{4.20}
\]
Multiplying both sides by $\sqrt{\omega_i}$ and using (4.14) then gives

$$\frac{\partial^n \tilde{\Psi}_i}{\partial x^n} = \frac{N}{\text{summation}} \sum_{j=1}^{N} \frac{\partial^n f_j}{\partial x^n} (x_i) \sqrt{\omega_i} \tilde{\Psi}_j := D_{ij} \tilde{\Psi}_j \quad (4.21)$$

which represents a matrix-vector multiplication. Thus, in a DVR basis derivatives are calculated by multiplying the vectors $\tilde{\Psi}_j$ by a differentiation matrix $D$. Note that the matrix $D$ is full and hence the matrix-vector product is computationally expensive when the basis size is large.

### 4.1.3 Finite element discrete variable representation

In a finite element discrete variable representation (FEDVR or FEM-DVR) [121–124] the underlying configuration space of a problem is divided into elements in each of which the wave function is represented in a local DVR basis. Consequently, the main advantages of the two techniques are brought together:

- Since the DVR basis functions are only defined on local grids the kinetic energy matrix is not full as in the standard DVR approach (cf. Eq. 4.21) but consists of several blocks (one for each FE) which overlap at only one point (see Fig. 4.1 for a schematic diagram). Consequently, the matrix is sparse and matrix-vector products can be efficiently calculated when implemented computationally. This property also allows for a straightforward way of parallelization. Nevertheless, it provides an accurate numerical expression of the derivatives [123].

- The potential matrix is diagonal, thus avoiding the need to calculate complex matrix elements as in SR or FBR methods.

Figure 4.1: Schematic diagram of the kinetic matrix in a FEDVR basis. Due to the underlying division into finite elements the matrix consists of several blocks (one for each FE) which overlap at only one point. The remaining elements are zero.

Since the resulting grid is composed of many local sub-grids for each finite elements we have to use a quadrature where the end point in each node coincides with
the starting point for the neighboring finite element. This is necessary to impose continuity for the represented wave functions. For Gauss-Legendre quadratures the mesh points are given by the roots of the Legendre polynomials. As all these roots lie inside the sub-grids, we instead use a Gauss-Lobatto quadrature in each element (see Appendix A). In a Gauss-Lobatto quadrature, the first and last points are explicitly chosen, which leads to a slightly reduced accuracy. By choosing the first and last points to lie exactly at the FE boundaries, we can connect the last basis function in each element with the first function in the following element, forming a “bridge” function. Note that by employing a Gauss quadrature we implicitly choose a polynomial basis in the equivalent SR.

Fig. 4.2 shows the first points of a typical FEDVR grid with eleven basis functions per finite element and the resulting grid spacing. The finite elements have a constant extension of 4 a.u.. The FEDVR parameters determine the maximum energy of electrons that can be well represented on the grid, which is around 4 a.u. for the parameters used here. Near the origin, the basis has to represent the Coulomb singularity of the nuclear potential, which is already done with good accuracy for the parameters given here (the ground state energy of the one-particle Hamiltonian has a relative error of \( \approx 10^{-8} \)). In order to increase the accuracy, it would be possible to use smaller finite elements close to the origin.

From a Lagrange basis for each element

\[
L_m^{(i)}(r) := \begin{cases} 
\prod_{j \neq m} \frac{r-r^{(i)}_j}{r^{(i+1)}_m - r^{(i)}_j}, & r^{(i)} \leq r \leq r^{(i+1)}, 1 \leq i \leq N \\
0, & \text{else}
\end{cases}
\]

(4.22)
we thus obtain (in agreement with [123]) the normalized FEDVR basis functions
\[
    f_m^{(i)}(r) := \begin{cases} 
        \frac{L_1^{(i)}(r) + L_M^{(i-1)}(r)}{\sqrt{w_1^{(i)} + w_M^{(i-1)}}} & m = 1 \\
        \frac{L_m^{(i)}(r)}{\sqrt{w_m}} & m = 2, \ldots, M_i - 1 \\
        \frac{L_M^{(i)}(r) + L_1^{(i+1)}(r)}{\sqrt{w_M + w_1^{(i+1)}}} & m = M_i
    \end{cases} \quad (4.23)
\]
which fulfill the orthonormality relation
\[
    \langle f_m^{(i)} | f_n^{(j)} \rangle = \int f_m^{(i)}(r) f_n^{(j)}(r) \, dr \approx \sum_{i=1}^{N} \sum_{k=1}^{M_i} w_k^{(i)} f_m^{(i)*} f_n^{(j)*} f_m^{(i)} f_n^{(j)} = \delta_{ij} \delta_{mn}. \quad (4.24)
\]
In contrast to equation (4.12) the FEDVR basis functions are only approximately orthogonal because for each element the integrand in (4.24) is a polynomial of degree \((2M_i - 2)\) whereas the integration is only exact for polynomials up to degree \((2M_i - 3)\), cf. (A.15). This deficiency of FEDVR compared to DVR has little effect in practice since it can be compensated by increasing the number of basis functions.

Note that the definitions for the bridge functions (at \(m = 1\) and \(m = M_i\)) in (4.23) ensure that \(f_M^{(i)}(r) = f_1^{(i+1)}(r)\) and thus the continuity of the represented wave functions at the FE boundaries. In contrast, the first derivative is not continuous, since the finite elements have an overlap of only one grid point. As pointed out in [125] the matrix elements of the momentum operator (which is equivalent to the derivative operator) and the kinetic energy operator (which relies on the calculation of the second derivative) are nevertheless correctly defined. The integrals \(\langle f_m^{(i)} | d/dr | f_n^{(j)} \rangle\) for the first derivative operator can be directly calculated, while the second derivative integrals need to be performed by partial integration, such that only first derivatives remain to be evaluated.

In analogy to (4.14) a wave function \(\Psi(r)\) can be written as
\[
    \Psi(r) = \sum_{j=1}^{N} \sum_{k=1}^{M_j} \tilde{\Psi}_k^{(j)} f_k^{(j)}(r) \quad (4.25)
\]
and the scalar product of two wave functions in FEDVR representation is given by
\[
    \langle \varphi | \psi \rangle = \int \left( \sum_{i,k} \varphi_k^{(i)*} f_k^{(i)*} f_k^{(i)} \right) \left( \sum_{j,l} \psi_l^{(j)*} f_l^{(j)*} f_l^{(j)} \right) \, dr \approx \sum_{i,k} \varphi_k^{(i)*} \psi_k^{(i)} \quad (4.26)
\]
Consequently also the potential matrix elements are approximately diagonal, cf. (4.18)
\[
    \langle f_m^{(i)} | \tilde{\nabla} | f_n^{(j)} \rangle \overset{!}{=} V \left( x_i^{(m)} \right) \delta_{ij} \delta_{mn} \quad (4.27)
\]
and derivatives are calculated by deriving the basis functions, cf. (4.19)

$$\frac{\partial^n \Psi(r)}{\partial r^n} = \sum_{j=1}^{M} \sum_{k=1}^{N} \psi^{(j)}_k f^{(j)}_k (r) \cdot \frac{\partial^n f^{(j)}_k}{\partial r^n}.$$  (4.28)

Fig. 4.3 shows the eigenvalues of the *discrete* Laplace operator on a FEDVR grid as obtained from (4.28). The step-like behavior for higher eigenvalues is a consequence of the division into finite elements. For physical problems one has to ensure that the occurring energies are in the region where the eigenvalues grow quadratically (and mimic the dispersion relation of a free particle).

![Graph](image1.png)  
(a) The first eigenenergies of a FEDVR grid grow quadratically.  
(b) For higher energies the spectrum contains “unphysical” steps due to the division into finite elements.  

Figure 4.3: Eigenvalues of the *discrete* Laplace operator on a FEDVR grid with $r_{\text{max}} = 200$ and eleven basis functions per finite element. The finite elements have an extension of 4 a.u.. The resulting number of grid points is 501.

**Boundary conditions**

The FEDVR method, as outlined above, provides a flexible and accurate way of discretizing differential equations. In addition it is also necessary to properly implement the boundary conditions. In our case it is crucial to ensure

$$\Psi(r = 0) = \Psi(r_1^{(1)}) = 0$$  (4.29)

due to the Coulomb singularity at the origin. This can be easily taken into account by omitting the first basis function $f_1^{(1)}$ in (4.25), i.e. by starting the first inner sum at $k = 2$. 

Accordingly, keeping the last basis function at the outermost edge of the grid is equivalent to imposing open boundary conditions, since the derivative of $\Psi(r)$ at $r_{\text{max}}$ depends solely on $(M_N - 1)$ function values for $r < r_{\text{max}}$. For bound states it is sufficient to choose $r_{\text{max}}$ such that

$$\Psi(r \to \infty) \simeq \Psi(r = r_{\text{max}}) = 0 \quad (4.30)$$

can be fulfilled.

Note that if a wave packet reaches $r_{\text{max}}$ during propagation, it encounters “hard walls” in any case since $\Psi(r > r_{\text{max}}) = 0$ is imposed implicitly due to the end of the grid. The resulting unphysical reflections have to be avoided by either extending the grid so that the boundary is never reached or by implementing absorbing boundaries (see chapter 5).

4.2 Temporal discretization

With the help of the time evolution operator

$$\hat{U}(t, t + \Delta t) = \mathcal{T} \exp \left( -i \int_{t}^{t + \Delta t} \hat{H}(t') dt' \right) \quad (4.31)$$

the solution of the TDSE for a given initial state $|\Psi(t_0)\rangle$ can formally be written as

$$|\Psi(t_0 + \Delta t)\rangle = \hat{U}(t_0, t_0 + \Delta t)|\Psi(t_0)\rangle = \mathcal{T} \exp \left( -i \int_{t_0}^{t_0 + \Delta t} \hat{H}(t') dt' \right) |\Psi(t_0)\rangle \quad (4.32)$$

where $\mathcal{T}$ denotes the time-ordering operator for the exponential with non-commuting argument ($[\hat{H}(t_1), \hat{H}(t_2)] \neq 0$).

Direct evaluation of (4.32) is cumbersome since the time evolution operator has to be expanded in a Dyson series to represent the time-ordering. However, for small time intervals $\Delta t$ the Hamiltonian can be assumed to be constant, thus giving

$$\hat{U}(t, t + \Delta t) \simeq \exp \left( -i \hat{H}(t) \Delta t \right) \quad (4.33)$$

and

$$|\Psi(t + \Delta t)\rangle \simeq \exp \left( -i \hat{H}(t) \Delta t \right) |\Psi(t)\rangle . \quad (4.34)$$

Note that the time evolution operator (4.31) is transitive

$$\hat{U}(t, t + 2\Delta t) = \hat{U}(t + \Delta t, t + 2\Delta t) \hat{U}(t, t + \Delta t) \quad (4.35)$$

and unitary

$$\hat{U}^\dagger(t, t + \Delta t) = \hat{U}^{-1}(t, t + \Delta t) \quad (4.36)$$

$$\Rightarrow \langle \Psi(t) | \Psi(t) \rangle = \langle \Psi(t + \Delta t) | \Psi(t + \Delta t) \rangle \quad \forall \; t, \Delta t . \quad (4.37)$$
Larger times can therefore be reached by successive application of (4.33). The norm of the wave function is conserved for all times. For many practical problems the exponential in (4.33) can not be evaluated exactly but there exist many propagation schemes that provide different approximations (see [126] for a comprehensive review of different time-stepping techniques). In our approach, we use the Short Iterative Lanczos (SIL) propagation scheme, which will be briefly outlined below.

4.2.1 Lanczos propagation

The Lanczos algorithm relies on Krylov subspace techniques that were originally introduced to calculate eigenvalues and eigenvectors of (large) matrices [127]. In the form presented here, it is only applicable for Hermitian matrices. The procedure works as follows:

A Krylov subspace of order \( N + 1 \) is generated by the repeated action of \( \hat{H} \) on an initial state \( |\Psi_0\rangle \) (assumed to be normalized)

\[
K_{N+1} = \{ |\Psi_0\rangle, |\Psi_1\rangle, |\Psi_2\rangle, \ldots, |\Psi_N\rangle \}
\]

\[
|\Psi_k\rangle = \hat{H}^k|\Psi_0\rangle.
\]

(4.38)  \hspace{1cm} (4.39)

Orthonormalizing the basis vectors in the subspace by the Gram-Schmidt procedure produces a new basis,

\[
Q_{N+1} = \{ |q_0\rangle, |q_1\rangle, |q_2\rangle, \ldots, |q_N\rangle \}.
\]

(4.40)

The Hamilton operator \( \hat{H} \) is then approximated as a \((N + 1) \times (N + 1)\) matrix \( \hat{H}^{(Q)} \) in the \( Q_{N+1} \) basis. \( N \) is chosen much smaller than the dimension of the matrix representation of \( \hat{H} \) (which can be up to \( 10^9 \)), with typical values of 12 – 15 in our case. Direct diagonalization of this small matrix can be efficiently performed. In the limit \( N \to \infty \), the eigenvalues and eigenvectors of the transformed Hamiltonian converge to those of the full Hamiltonian, with the extreme (i.e. largest and smallest) eigenvalues converging first.

The Lanczos algorithm is very effective because in practice it is not necessary to explicitly build up the Krylov space and perform the full orthonormalization to all previous vectors, since the matrix \( \hat{H}^{(Q)} \) is tridiagonal and its elements can be obtained from a three-term recursion relation. This construction proceeds analogously to the construction of orthogonal polynomials, cf. section A.1.

We thus get a three-term recurrence relation

\[
|q_0\rangle := |\Psi_0\rangle
\]

(4.41)

\[
\beta_0|q_1\rangle = \hat{H}|q_0\rangle - \alpha_0|q_0\rangle
\]

(4.42)

\[
\beta_j|q_{j+1}\rangle = \hat{H}|q_j\rangle - \alpha_j|q_j\rangle - \beta_{j-1}|q_{j-1}\rangle
\]

(4.43)
where \( |\Psi_0\rangle \) is assumed to be normalized and
\[
\alpha_j = \langle q_j | \hat{H} | q_j \rangle \\
\beta_j = \| \hat{H} | q_j \rangle - \alpha_j | q_j \rangle - \beta_{j-1} | q_{j-1} \rangle \| = \langle q_{j-1} | \hat{H} | q_j \rangle = \langle q_{j+1} | \hat{H} | q_j \rangle ,
\]
where both \( \alpha_j \) and \( \beta_j \) are real. The Hamilton operator in the subspace \( Q_{N+1} \) is thus real and tridiagonal and is given by
\[
\hat{H}^{(Q)}_{ij} = \langle q_i | \hat{H} | q_j \rangle = \begin{pmatrix}
\alpha_0 & \beta_0 & 0 & \cdots & 0 \\
\beta_0 & \ddots & \ddots & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & \beta_{N-1} \\
0 & \cdots & 0 & \beta_{N-1} & \alpha_N
\end{pmatrix} .
\]

To perform time propagation, we replace the Hamiltonian in the time evolution operator by its approximation in the Krylov subspace,
\[
\hat{U}^{(Q)} = \exp \left( -i \hat{H}^{(Q)} \Delta t \right)
\]
Consequently, \( \hat{U}^{(Q)} \) is restricted to the same Krylov subspace, where the exponential can be evaluated by direct diagonalization
\[
\hat{U}^{(Q)} = \sum_l |Z_l\rangle \exp \left( -i h_l^{(Q)} \Delta t \right) \langle Z_l | .
\]
Here, \( |Z_l\rangle \) denotes the eigenvector of \( \hat{H}^{(Q)} \) with the eigenvalue \( h_l^{(Q)} \).

The approximation for the propagated wave function then reads
\[
|\Psi(t + \Delta t)\rangle = \hat{U}^{(Q)} |\Psi(t)\rangle = \hat{U}^{(Q)} |\Psi_0\rangle = \sum_{k=0}^{N} a_k |q_k\rangle
\]
with
\[
a_k = \langle q_k | \hat{U}^{(Q)} | q_0 \rangle = \sum_l \langle q_k | Z_l \rangle \exp \left( -i h_l^{(Q)} \Delta t \right) \langle Z_l | q_0 \rangle .
\]
Since the \( |q_k\rangle \) are linear combinations of the \( |\Psi_k\rangle \) which, in turn, are given by \( |\Psi_k\rangle = \hat{H}^k |\Psi_0\rangle \), equation (4.49) is effectively a \( N \)-th order polynomial expansion of the exponential in (4.33). Moreover, the Lanczos procedure generates a set of orthogonal polynomials and for a finite \( K \)-dimensional operator (such as a Hamiltonian in a DVR representation) the approximation gets exact for \( N \rightarrow K - 1 \) [126]. In contrast to a standard \( N \)-th order Taylor or Chebyshev expansion the coefficients \( a_k \) are optimized to give the best approximation for a given \( |\Psi_0\rangle \) and in addition unitarity is conserved.

Note that the Lanczos procedure can also be adopted for non-Hermitian operators. For complex symmetric operators, it can be adapted to lead to a tridiagonal
matrix as well, by performing the dot products without complex conjugation of the
vectors. Another approach (known as the Arnoldi-Lanczos procedure \[128\]) leads to
an upper Hessenberg matrix, which has zero entries below the first subdiagonal, in
\((4.46)\). This, however, means that the vectors have to be explicitly orthogonalized
to all previous Krylov vectors, and therefore entails more numerical work. Both
of these approaches can be used to include complex absorbing potentials in the
propagation scheme, as the Hamiltonian is then complex symmetric instead of Her-
mitian. We use a different approach to include absorbing boundaries, as explained
in chapter 5.

**Stability and unitarity considerations**

The Krylov subspace approximation \((4.48)\) for the time evolution operator is ex-
plicitly unitary. Therefore, the Lanczos algorithm is *unconditionally stable* and the
propagation scheme is norm conserving for Hermitian Hamiltonians. Consequently,
the algorithm is also energy conserving for time-independent operators.

Even though the propagation is explicitly unitary regardless of the properties of
the discrete Hamiltonian, its spectrum still affects the propagation because large
spectral ranges require small time steps or high orders to get accurate results.
Thus, smaller grid spacings and more FEDVR basis functions make the temporal
propagation computationally more costly.

**Propagation error**

The Lanczos algorithm allows for a convenient error estimation since the propa-
gation error (i.e. the difference between the exact and the numerically propagated
wave function) is proportional to the magnitude of the coefficient \(a_{N+1}\) of the first
vector \(|q_{N+1}\rangle\) lying outside the employed Krylov subspace. Following \[129, 130\] the
error is approximately given by

\[
\epsilon_{\text{Lan}} \approx \frac{\Delta t^N}{(N)!} \prod_{i=0}^{N} \beta_i. \tag{4.51}
\]

This error estimation (or a direct calculation of the coefficient \(a_{N+1}\) with the help of
\((4.41)\)) can be used as a *tolerance parameter* to dynamically adjust the step-size or
order \(N\) to obtain a constant error for each time step. For small time steps usually a
few iterations (i.e. low orders) are sufficient for the last coefficients \(a_{N+1}\) to become
negligible. Thus, the Lanczos algorithm is particularly effective as a short-time
propagator and the method is often referred to as *short iterative Lanczos* (SIL)
procedure.
5 Computational implementation

In this chapter, we describe the actual implementation of the computational methods described in the previous chapters in some detail. In particular, we discuss the choices made to minimize the amount of computational work and at the same time allow for efficient implementation of the associated operations. Additionally, we describe the parallelization of the program, which enables the concurrent use of a few hundred processors. The speed of the computation is shown to scale almost perfectly linearly with the number of processors.

5.1 Representation of the wave function

5.1.1 Partial waves

To discretize the close-coupling equations, we represent the functions $R_{l_1,l_2}^L(r_1,r_2)$ in a FEDVR product basis (one for each variable $r_1$ and $r_2$), indexed by $j_1$ and $j_2$. In addition, we combine the angular quantum numbers $L$, $l_1$, and $l_2$ to one index $k$, such that the wave function is represented by a 3-dimensional array,

$$R_{l_1,l_2}^L(r_1,r_2) \rightarrow R_{j_1,j_2,k}.$$  \hspace{1cm} (5.1)

The mapping from angular momenta $L, l_1, l_2$ to the combined index $k$ depends on the size of the angular momentum expansion. This expansion is determined by the three parameters $L_{\text{max}}$, $l_{\geq \text{max}}$, and $l_{< \text{max}}$. These impose the following conditions on $L, l_1, l_2$:

$$L \leq L_{\text{max}},$$ \hspace{1cm} (5.2)

$$\max(l_1, l_2) \leq l_{\geq \text{max}},$$ \hspace{1cm} (5.3)

$$\min(l_1, l_2) \leq l_{< \text{max}}.$$ \hspace{1cm} (5.4)

Thus, $L_{\text{max}}$ gives the maximum value for the total angular momentum $L$, $l_{\geq \text{max}}$ describes the maximum value for the single electron angular momenta $l_1$ and $l_2$, and $l_{< \text{max}}$ restricts the expansion to partial waves where at least one of the two single electron angular momenta is smaller than or equal to $l_{< \text{max}}$. In many applications, we will choose $l_{< \text{max}} = l_{\geq \text{max}}$. By choosing $l_{\geq \text{max}} > l_{< \text{max}}$, it is however possible to use expansions where only one of the electrons can gain a large amount of angular momentum. Because of exchange symmetry, it is of course not possible to specify
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which electron may attain high angular momentum. We only specify that at most one of the two indistinguishable electrons can reach high angular momentum at any point any time. When only single ionization is of interest, this can be used in simulations including an infrared (IR) field, which transfers a large amount of angular momentum to free electrons.

As already pointed out in section 3.4.1, because of the exchange symmetry between electrons, the array $R_{j_1,j_2,k}$ actually contains redundant information if all values of $j_1, j_2, L, l_1, l_2$ are taken into account. One possible way around this would be to use explicitly symmetrized basis functions. However, this necessitates adding normalization prefactors to the basis functions, as well as making the structure of the matrix representing the Hamiltonian slightly more complicated. Therefore, we choose a different route: We store only those parts of the wave function that are needed, and use the exchange symmetry $j_1 \leftrightarrow j_2$, $l_1 \leftrightarrow l_2$ to reconstruct the remainder of the wave function when needed. In particular, we only include partial waves $k \equiv (L, l_1, l_2)$ with $l_1 \leq l_2$, and use the transpose $R_{j_2,j_1,k}$ when the partial wave with values $(l_2, l_1)$ is required.

Applying the above considerations as well as the selection rules from section 3.4.2 considerably reduces the number of partial waves, see Table 5.1 for an example. The number of partial waves needed strongly depends on the nature of the physical problem and the observables of interest. Some points of interest are listed in the following:

- For calculations with XUV pulses of moderate intensities ($< 10^{15}$ W/cm²), only a few photons (typically at most two) are absorbed, such that the total angular momentum will only reach values of $L = 2$. In order to ensure numerical convergence, it is usually sufficient to use $L_{\text{max}} = 3$.

- Angle-integrated variables are usually converged for relatively small values of $l_{<,\text{max}}, l_{>,\text{max}} \approx 3$. In order to get accurate angular distributions, it is however often necessary to include much larger values of up to $l_{<,\text{max}} = l_{>,\text{max}} = 10$. An expansion with $(L_{\text{max}}, l_{<,\text{max}}, l_{>,\text{max}}) = (3,3,3)$ needs $N_{PW} = 15$ partial waves, while $(3,10,10)$ gives $N_{PW} = 57$.

- For simulations including intense infrared or optical pulses, the electrons absorb many more photons, such that it is necessary to use considerably larger bases with $L_{\text{max}} \gtrsim 20$, and similar values for the single electron angular momenta.

- If only situations where one electron always stays bound are of interest, it is possible to set $l_{<,\text{max}}$ to much smaller values, e.g. 5, even in IR fields. An expansion with $(L_{\text{max}}, l_{<,\text{max}}, l_{>,\text{max}}) = (20,5,20)$ needs $N_{PW} = 349$ partial waves, while $(20,20,20)$ would require $N_{PW} = 1331$ partial waves.
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<table>
<thead>
<tr>
<th>( L )</th>
<th>( l_1 )</th>
<th>( l_2 )</th>
<th>parity</th>
<th>angular index ( k ) / reason for exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0 0</td>
<td>e</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>0 1 1</td>
<td>e</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>0 2 2</td>
<td>e</td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>0 3 3</td>
<td>e</td>
<td></td>
<td>( l_1 &gt; l_{&lt;,\text{max}} )</td>
<td></td>
</tr>
<tr>
<td>1 0 1</td>
<td>o</td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>1 1 0</td>
<td>o</td>
<td></td>
<td></td>
<td>redundant</td>
</tr>
<tr>
<td>1 1 1</td>
<td>e</td>
<td></td>
<td></td>
<td>parity forbidden</td>
</tr>
<tr>
<td>1 1 2</td>
<td>o</td>
<td></td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>1 2 1</td>
<td>o</td>
<td></td>
<td></td>
<td>redundant</td>
</tr>
<tr>
<td>1 2 2</td>
<td>e</td>
<td></td>
<td></td>
<td>parity forbidden</td>
</tr>
<tr>
<td>1 2 3</td>
<td>o</td>
<td></td>
<td></td>
<td>6</td>
</tr>
<tr>
<td>1 3 2</td>
<td>o</td>
<td></td>
<td></td>
<td>redundant</td>
</tr>
<tr>
<td>1 3 3</td>
<td>e</td>
<td></td>
<td></td>
<td>parity forbidden</td>
</tr>
<tr>
<td>2 0 2</td>
<td>e</td>
<td></td>
<td></td>
<td>7</td>
</tr>
<tr>
<td>2 2 0</td>
<td>e</td>
<td></td>
<td></td>
<td>redundant</td>
</tr>
<tr>
<td>2 1 1</td>
<td>e</td>
<td></td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>2 1 2</td>
<td>o</td>
<td></td>
<td></td>
<td>parity forbidden</td>
</tr>
<tr>
<td>2 2 1</td>
<td>o</td>
<td></td>
<td></td>
<td>parity forbidden</td>
</tr>
<tr>
<td>2 1 3</td>
<td>o</td>
<td></td>
<td></td>
<td>9</td>
</tr>
<tr>
<td>2 3 1</td>
<td>o</td>
<td></td>
<td></td>
<td>redundant</td>
</tr>
<tr>
<td>2 2 2</td>
<td>e</td>
<td></td>
<td></td>
<td>10</td>
</tr>
<tr>
<td>2 2 3</td>
<td>o</td>
<td></td>
<td></td>
<td>parity forbidden</td>
</tr>
<tr>
<td>2 3 2</td>
<td>o</td>
<td></td>
<td></td>
<td>parity forbidden</td>
</tr>
<tr>
<td>2 3 3</td>
<td>e</td>
<td></td>
<td>( l_1 &gt; l_{&lt;,\text{max}} )</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: Reduction of partial waves fulfilling \( \Delta(l_1, l_2, L) \) due to exchange symmetry or selection rules for \( (L_{\text{max}}, l_{<,\text{max}}, l_{>,\text{max}}) = (2, 2, 3) \).

5.1.2 FEDVR basis

In choosing the parameters of the FEDVR grid, different objectives have to be fulfilled. For one, the discretized operators on the grid have to be a sufficiently good approximation to the real operators. The Coulomb singularity demands a high density of grid points near the nucleus, while the necessary density of grid points at large values of \( r \) is determined by the need to represent waves with the highest energy the electrons attain. These requirements can be fulfilled both by choosing small finite elements and/or by using high orders for the quadrature in each element. The second objective is to maximize computational speed, which depends on a number of factors. In general, the cost of applying each operator scales at least linearly with the total number of grid points. The higher the order
for the FEDVR, the fewer grid points are needed to attain the same precision. However, using higher orders for the FEDVR also increases the maximum energy of the grid eigenfunctions. This is illustrated in Fig. 5.1 which shows the maximal eigenvalue of the discrete Laplace operator (which dominates the spectral range of the Hamiltonian) as a function of the number of FEDVR basis functions for a grid with an element size of 4 a.u..

![Graph](image)

Figure 5.1: Maximal eigenenergy of the discrete Laplace operator as a function of the number of FEDVR functions for a grid with a finite element size of 4 a.u..

As the total computational cost is also determined by the number of time steps necessary, and the maximum possible time step scales inversely with the highest energy on the grid, it is favorable to use moderate orders. We have found that finite elements of extension 4 a.u. and order 11 in each element generally provide a good compromise for the above requirements, giving a good approximation of the wave function while not supporting too high energies. The total number of basis functions (or grid points) for a given grid is \( N_{\text{FEDVR}} = N_{\text{FE}}(N_{\text{DVR}}-1)+1 \), where \( N_{\text{FE}} \) is the number of finite elements, \( N_{\text{DVR}} \) is the order of the DVR in each element, and we have taken into account that one basis function is shared between adjacent finite elements and that we drop the first function at \( r = 0 \) to enforce the boundary condition at the origin.

The necessary extension of the FEDVR grid of course depends strongly on the physical problem at hand. Typically, the grids reach up to a few hundred atomic units. The largest grids we have used had an extension of \( r_{\text{max}} = 1400 \) a.u., which corresponds to 3201 basis functions for each variable \( r_1, r_2 \). The grid points have to be dense enough to resolve the oscillation of the highest energy electrons that will
be produced in the calculation. In addition, the Coulomb singularity at the origin has to be treated with sufficient precision. In most cases, the grid point density necessary to represent the high energy electrons was also high enough to represent the Hamiltonian close to the Coulomb singularity with sufficient accuracy. For cases where only low energy electrons are produced, the grid can be sparser far from the origin. In these cases, the finite elements are chosen smaller near the origin and larger away from it.

The total number of basis functions needed to represent the wave function is

\[ N = N_{\text{FEDVR}}^2 \cdot N_{\text{PW}} \]  \hspace{1cm} (5.5)

and can reach values as large or even larger than \( N = 10^9 \). Just the storage requirement for each wave function (stored as double precision complex values, needing 16 byte per value) is then almost 15 Gbyte. Thus, one quickly reaches the limits of memory capacity and CPU power on single machines, and even calculations on large clusters take significant amounts of time.

### 5.2 Implementation of the electron-electron interaction

The electron-electron interaction Hamiltonian \( \hat{W} \) is represented in TDCC (cf. Eq. 3.18) by

\[ \langle k'|\hat{W}|k \rangle = \sum_{\lambda=0}^{\infty} \frac{r_\lambda^\lambda}{r_{\lambda+1}^{\lambda+1}} \hat{W}^{\text{ang}}_{k,k',\lambda}, \]  \hspace{1cm} (5.6)

where \( \hat{W}^{\text{ang}}_{k,k',\lambda} \) is the angular part of the electron-electron interaction operator, \( k \) and \( k' \) are the combined angular indices \( (L, l_1, l_2) \) and \( (L', l'_1, l'_2) \), \( r_\lambda \) is \( \min(r_1, r_2) \) and \( r_\lambda \) is \( \max(r_1, r_2) \). The usual approximation for potentials in the FEDVR approach is to represent them as a diagonal matrix, with the entries just being the values of the potential at the grid points. However, this approach would entail a large error for the electron-electron interaction operator, as the radial part \( r_\lambda^\lambda/r_{\lambda+1}^{\lambda+1} \) has a derivative discontinuity at \( r_1 = r_2 \), which can not simply be represented in the FEDVR basis. This can be fixed following the recipe of McCurdy et al. \[131\], a short summary of which is given in the following. The general idea behind this is to evaluate one of the radial integrals over FEDVR basis functions analytically, instead of using the Gauss-Lobatto quadrature associated with the grid. The radial parts of the interaction operator are given by the integrals

\[ \langle f_{j_1} f_{j_2} | \frac{r_\lambda^\lambda}{r_{\lambda+1}^{\lambda+1}} | f_{j'_1} f_{j'_2} \rangle = \int_0^{r_{\text{max}}(r_1)} \int_0^{r_{\text{max}}(r_2)} f_{j_1}(r_1) f_{j'_1}(r_1) \frac{r_\lambda^\lambda}{r_{\lambda+1}^{\lambda+1}} f_{j_2}(r_2) f_{j'_2}(r_2) \, dr_1 \, dr_2. \]  \hspace{1cm} (5.7)
where \(f_j(r)\) is the \(j\)th FEDVR basis function. Instead of directly employing Gauss-Lobatto quadrature, we define the function

\[
y(r) = r \int_0^{r_{\text{max}}} \frac{r^\lambda}{r^{\lambda+1}} f_j(r') f_{j'}(r') \, dr' = \int_0^r \frac{r^\lambda}{r^{\lambda+1}} f_j(r') f_{j'}(r') + \int_r^{r_{\text{max}}} \frac{r^\lambda}{r^{\lambda+1}} f_j(r') f_{j'}(r'),
\]

which satisfies the radial Poisson equation,

\[
\left( \frac{d^2}{dr^2} - \frac{\lambda(\lambda + 1)}{r^2} \right) y(r) = - \frac{2\lambda + 1}{r} f_j(r) f_{j'}(r) \tag{5.9}
\]

with the boundary conditions \(y(0) = 0\) and \(y(r_{\text{max}}) = r^\lambda f_j(r_{\text{max}}) \delta_{j_2,j'_2}\). Expanding \(y(r)\) in the basis of FEDVR functions, inserting into (5.9), solving the resulting matrix equation, and finally adding a solution of the homogeneous radial Poisson equation to satisfy the boundary conditions leads to

\[
y(r) = (2\lambda + 1) \sum_{i=1}^N \left[T^\lambda\right]_{i,j}^{-1} \frac{f_i(r)}{r_{j_2} \sqrt{w_{j_2}}} \delta_{j_2,j'_2} + \frac{r^\lambda}{r_{\text{max}}^{2\lambda+1}} \delta_{j_2,j'_2}, \tag{5.10}
\]

where

\[
T^\lambda_{i,j} = \langle f_i | -\frac{d}{dr^2} + \frac{\lambda(\lambda + 1)}{r^2} | f_j \rangle \tag{5.11}
\]

is twice the single-electron kinetic energy operator for angular momentum \(\lambda\) in the FEDVR basis, \([T^\lambda]^{-1}_{i,j}\) is the element \(i,j\) of its inverse, and \(w_j\) is the Gauss-Lobatto integration weight associated with grid point \(r_j\). Inserting this expression for \(y(r)\) back into the original equation (5.7) and performing the integral using the Gauss-Lobatto quadrature gives the final result

\[
\langle f_{j_1} f_{j_2} \frac{r^\lambda}{r_{j_2}^{\lambda+1}} | f_{j_1'} f_{j_2'} \rangle = \delta_{j_1,j'_1} \delta_{j_2,j'_2} \left( \frac{2\lambda + 1}{r_{j_1} r_{j_2} \sqrt{w_{j_1} w_{j_2}}} \left[T^\lambda\right]^{-1}_{j_1,j_2} + \frac{r^\lambda r^\lambda}{r_{\text{max}}^{2\lambda+1}} \right), \tag{5.12}
\]

which remarkably is still diagonal in the FEDVR grid indices \(j_1, j_2\). The inverse matrices only have to be calculated once at the start of the program, which does not incur a large computational overhead. The improved precision of this expression for the electron-electron interaction is considerable. As an example, the error in the ground state energy (i.e. the deviation from the “real” ground state of the non-relativistic Hamiltonian) is only \(5.3 \times 10^{-5}\) a.u. using this improved expression, while the error is \(1.2 \times 10^{-2}\) a.u. when using the “naive” expression for the interaction operator. This example was calculated using typical parameters for our simulations (FEDVR elements of order 11 with 4 a.u. extension, \(l_{\text{c,max}} = l_{\text{r,max}} = 9\).
5.3 Temporal propagation

For temporal propagation we use the Short Iterative Lanczos (SIL) algorithm with fixed order (usually $N \approx 12 - 15$) and an *adaptive* time step to fulfill a tolerance criterion for the magnitude of the first component outside the Krylov subspace (as described in 4.2.1). As the magnitude of the time step only enters in the exponential of the $N \times N$ matrix representing the Hamiltonian in the Krylov subspace, changing the time step incurs essentially no computational cost. The routine was written such that all calculations are performed within the $\{|q_i\}$-basis as long as possible, only switching to the full basis at the very last step.

In addition to the SIL algorithm, we have also implemented a second-order differencing or *leapfrog* scheme, described in more detail in [38], as well as a Runge-Kutta-Fehlberg time integrator, which compares the 4<sup>th</sup> and 5<sup>th</sup>-order Runge-Kutta time steps to estimate the integration error. Both of these alternative propagation schemes are considerably less efficient than the SIL propagator and are therefore only used as a cross-check and consistency test.

5.3.1 Calculation of the ground state

To obtain the initial wave function (i.e. the ground state of the helium atom), we propagate an arbitrary state in negative *imaginary time* by substituting $\partial_t \rightarrow -i\partial_t$ in the field-free TDSE. In addition, we renormalize the resulting wave function after each time step. As a consequence, all eigenstates of the Hamiltonian, apart from the ground state, are damped out exponentially. Therefore, after some time only the ground state remains from the superposition [132]. Note that convergence can be sped up by choosing a starting state that is close to the ground state. We therefore start the imaginary time propagation with an uncorrelated product of $\{|q_i\}$ states.

5.4 Absorbing boundaries

In practice, it is often unavoidable that parts of the wave function reach the boundary of the grid at $r_{\text{max}}$. In order to prevent reflections, we impose a *complex* absorbing potential of the form

$$A(r) = i\alpha \theta(r - r_{\text{cut}}) \ln \cos \left( \frac{r - r_{\text{cut}}}{r_{\text{max}} - r_{\text{cut}}} \right)$$

where $\alpha$ determines the strength of the absorption, to dampen the wave function to zero before it reaches the boundary. The potential and its first derivative are continuous functions, while the second derivative is discontinuous at $r_{\text{cut}}$. The form of this particular potential is similar to a cosine-shaped “absorbing edge” masking
function (as also employed in e.g. [72]) and proved to be suitable for our purposes. However, the effectiveness of such potentials always depends on the energy and the form of the incoming wave packet. In general, it is hard to completely avoid reflections. However, it is possible to suppress them below a certain level, see e.g. [133, 134] for a detailed treatment of the problem.

As adding this potential to the full Hamiltonian would make it non-Hermitian, we do not include it in the SIL procedure, but apply it after every time step. Formally, this is equivalent to a split-operator approach to the full time evolution operator (including the absorbing potential), where the third-order error term is ignored,

\[
\hat{U}(t, t + \Delta t) = \exp\left(-i\hat{H}(t)\Delta t - i\hat{A}\Delta t\right) \\
= \exp\left(-i\frac{\Delta t}{2}\right)\exp\left(-i\hat{H}(t)\Delta t\right)\exp\left(-i\frac{\Delta t}{2}\right) + O(\Delta t^3).
\]

(5.14)

5.5 Parallelization

As we have seen in the previous sections, the computational cost for many problems quickly becomes too big to handle them on single machines. We have therefore implemented a parallelized version of the code which can run on large clusters, using a few hundred CPU cores simultaneously. This version uses the MPI (Message Passing Interface) library [135] for communication. This implies that a separate process runs on each core, and data is exchanged between the processes by calls to MPI library routines. In this section, we give a short overview of the implementation and show some benchmark results demonstrating linear scaling of the computation speed with the number of used processes. This favorable scaling as well as the access to large clusters enabled us to perform the extensive numerical studies presented in this thesis. The clusters used were provided through Institutional Computing at Los Alamos National Laboratory (LANL) and through two TeraGrid grants by the National Science Foundation (NSF).

5.5.1 Splitting the grid

In order to efficiently utilize cluster architectures, we split the wave function into parts such that the operators that we apply on the wave function are mostly local, i.e. such that little communication between processes is necessary. In the current version, only the radial grid is split into parts, and each process gets the full angular momentum expansion for the radial parts it is responsible for. The total matrix representing the radial part of the wave functions is split into square parts of identical size, i.e. each part has \(N_{\text{local}} \times N_{\text{local}}\) grid points. The splitting occurs along finite element boundaries, with an overlap of one grid point, such that adjacent processes both store the coefficient of the bridge function.
Figure 5.2: Sketch of the split of the radial \((r_1, r_2)\) space into parts of equal size and distribution among processes for the parallelized implementation of the program. The colors and numbers encode the process number that stores each part of the wave function.

As all operators in the FEDVR approach are either local in radial space (such as the operators representing the potentials) or at most couple across elements via the bridge functions, this ensures that only the coefficients of the bridge functions have to be synchronized after each application of an operator containing derivatives (such as the kinetic energy operator). There is one additional complication because of the way we use exchange symmetry – if an operator couples to a partial wave \((L, l_1, l_2)\) with \(l_1 > l_2\), we instead use the transposed spatial part of the partial wave \((L, l_2, l_1)\). To ensure that each process has this part of the wave function in its local memory, we distribute two of the square parts of the wave function to each process, such that each process either gets two parts along the diagonal \(r_1 = r_2\), or a part and its transpose \((r_1 \leftrightarrow r_2)\). This pattern is shown in Fig. 5.2 for the case of 8 processes, which means that the radial grid is split into 16 parts in a \(4 \times 4\) grid.

In order to allow more flexibility in choosing the number of processes when simulating a specific grid, it is possible to assign more than 2 parts of the wave function to each process. For example, 4 processes can be used to calculate the grid in Fig. 5.2 simply by modifying the mapping of processors to parts of the wave function. For example, process 1 would get the parts assigned to processes 1 and 2 in the figure, process 2 would get the parts for process 3 and 4, and so on.
5.5 Parallelization

5.5.2 Communication pattern

After applying an operator containing derivatives, the wave function parts of the separate processes have to be synchronized to ensure consistency. The distribution amongst processes is chosen such that only one spatial grid point, representing the coefficient of the bridge function connecting the finite elements, has to be communicated between the different processes. Before synchronization, each process only has that contribution to the new wave function that comes from coupling of the bridge function to the finite element that the process itself owns, while there is a second contribution from coupling to the finite element at the adjacent process.

Fig. 5.3 demonstrates the two steps that the synchronization takes: First, each process sends the “right” and “left” edges (i.e. along the $r_1$-direction) of its wave function part to the adjacent processes, such that the processes in one row afterwards agree on the value of the bridge function coefficients at the edge. In the second step, the processes communicate “up” and “down”, i.e. along the direction of $r_2$. Note that there is one point at the corner of the four parts that all four processes share in their representation. By doing the communication in two steps and only doing the second step after the first one has completed, this point is already included correctly (i.e. all processes get the sum of the contribution of all processes to this point) and we circumvent the need to communicate “diagonally”.

The other class of operations that need communication between the processes are the “global” operations such as calculating norms or dot products. For these, the sum over the contributions from all processes has to be calculated. Fortunately, only a single number (the contribution from all parts belonging to a process) has to be synchronized, such that the amount of data is small. Additionally, MPI provides specialized routines that do global reduction operations. Most implementations use
smart algorithms that perform this operation in a minimum number of steps, e.g. by performing the reduction on a logical tree structure for the processors, such that only $\log N$ steps are necessary for $N$ processors.

### 5.5.3 L-shaped grid

The parallelized version of the program adds some flexibility to the total form of the radial grid. By not assigning any processes to the part of the wave function where both $r_1$ and $r_2$ exceed some value $r_{\text{small}}$, it is possible to easily implement an $L$-shaped grid. For example, using $r_{\text{small}} = r_{\text{max}}/2$ (corresponding to removing the parts of the wave function belonging to processors 7 and 8 in Fig. 5.2, and only using 6 processors) would reduce the computational effort by 25%. Such a grid can be used when only one of the two electrons can reach a distance larger than $r_{\text{small}}$ from the nucleus, i.e. in situations where only single ionization is of interest. In combination with the asymmetric expansion in angular momenta provided by choosing $l_{\text{max}} > l_{\text{max}}$, as discussed in section 5.1.1, this provides a computationally tractable approach to calculate full-dimensional, fully correlated wave functions in IR laser fields, as long as one electron remains bound to the core, such as in high harmonic generation (HHG).

### 5.6 Benchmarks

In order to compare the different machines that we have access to, a standard benchmark run was performed on each of them with varying numbers of processes. The parameters were chosen such as to allow a wide range of process numbers for splitting the wave function. For the benchmark calculations, the radial grid had an extension of $r_{\text{max}} = 480$ a.u., with finite elements of size 4 a.u. and order 11 for the DVR in each element. The angular momentum parameters were chosen similar to the ones used for the two-photon double ionization runs presented in Part II, with $L_{\text{max}} = 3$ and $l_{\text{c,max}} = l_{\text{c,max}} = 7$. In order to get reasonably short simulation runtimes, only a very short XUV pulse was used, with a $\sin^2$ envelope and a total duration of 80 as.

The program first needs some time for setup (especially for the inversion of the kinetic energy matrix for the electron-electron interaction). As these times are negligible for “real” runs (a few minutes) and are not implemented to profit from parallelization, including them in the measured time for the very short run we do here would distort the results heavily. Therefore, we use the total wall clock time taken just for the real time propagation (measured with the routine MPI_WTIME provided by the MPI library). In order to facilitate comparison, this time is then multiplied with the number of processes (i.e. CPU cores) used in the calculation. This gives the total CPU time consumed for each run. Linear
scaling of the computation speed with number of cores is indicated by a constant value for this number, which signifies that the total computational effort necessary to solve a given problem is independent of the number of CPUs. CPU hours (or SUs, Service Units) are also the relevant unit for accounting on TeraGrid. Therefore, it is useful to choose the number of processors for each run such that a minimum number of CPU hours is used to finish the calculation.

5.6.1 Available machines

The different clusters that were used for the benchmarking runs are listed in Table 5.2. These clusters were either provided by the Information Technology Services (Zentraler Informatikdienst, ZID) of the Vienna University of Technology (ICP5), by Institutional Computing at Los Alamos National Laboratory (Coyote and Lobo), or accessed through TeraGrid grants by the National Science Foundation.

<table>
<thead>
<tr>
<th>Name</th>
<th>Site</th>
<th>CPUs</th>
<th>GHz</th>
<th>cores/CPU</th>
<th>CPUs / cores per node</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICP5</td>
<td>VUT</td>
<td>IBM Power5+</td>
<td>1.90</td>
<td>1</td>
<td>2/2</td>
</tr>
<tr>
<td>Coyote</td>
<td>LANL</td>
<td>AMD Opteron</td>
<td>2.60</td>
<td>1</td>
<td>2/2</td>
</tr>
<tr>
<td>Lobo</td>
<td>LANL</td>
<td>AMD Opteron 8354</td>
<td>2.20</td>
<td>4</td>
<td>4/16</td>
</tr>
<tr>
<td>Kraken</td>
<td>NICS</td>
<td>AMD Opteron 2376</td>
<td>2.30</td>
<td>4</td>
<td>2/8</td>
</tr>
<tr>
<td>Ranger</td>
<td>TACC</td>
<td>AMD Opteron 8356</td>
<td>2.30</td>
<td>4</td>
<td>4/16</td>
</tr>
<tr>
<td>Lonestar</td>
<td>TACC</td>
<td>Intel Xeon 5100</td>
<td>2.66</td>
<td>2</td>
<td>2/4</td>
</tr>
<tr>
<td>Abe</td>
<td>NCSA</td>
<td>Intel Xeon 5300</td>
<td>2.33</td>
<td>4</td>
<td>2/8</td>
</tr>
<tr>
<td>Queen Bee</td>
<td>LONI</td>
<td>Intel Xeon 5300</td>
<td>2.33</td>
<td>4</td>
<td>2/8</td>
</tr>
</tbody>
</table>

Table 5.2: Systems used for benchmarking.

5.6.2 Total runtime

Fig. 5.4 shows the total amount of CPU hours consumed for the same run on the different clusters and for different numbers of cores (MPI processes) used in the simulation. Note that the results shown do not include any averaging, i.e. each run was only performed once. During testing, we noticed that sometimes, a run would complete much slower than expected. As far as we could determine, these hiccups occur because of temporary problems with one or a few nodes of the clusters, so that these runs were repeated, and the runtimes without these problems are shown. This is discussed in more detail in Appendix D.

There are a number of interesting features and results that can be observed in this plot:
The scaling is roughly linear on most clusters, i.e. the lines are reasonably flat. For small numbers of processes, the runtimes actually increase – this comes from the fact that each process then gets bigger parts of the wave function and the caches of the CPUs can not work as effectively anymore.

The clusters can be clearly ordered in terms of computational speed per core, from fastest to slowest: 1) Kraken, 2) Coyote, 3) Lonestar, 4) Ranger and Lobo, and 5) Abe and Queen Bee. These results correlate with the memory bandwidth available per core. This is expected due to the sparse structure of most interaction matrices. Because of this, most elements of the wave function are only used once in the application of the Hamiltonian, and consequently, the deciding factor for the computational speed is the speed with which the wave function can be read from and written to main memory, i.e. the memory bandwidth.

There are large fluctuations in speed for small numbers of processes for the
parameters used in the benchmarking run. This can be explained by the way in which the parts of the wave functions are assigned to the processes, as explained in section 5.5.1. When each process gets more than two parts of the wave function, each part is smaller. Depending on the size of the parts, this can lead to improved caching efficiency, and consequently, improved speeds. This leads to the large fluctuations for small numbers of cores. This effect is more visible on the clusters with fewer cores per node because of the fact that more benchmark runs were done on these clusters. As we used only full nodes, we only did benchmarks with 16, 32, \ldots, processes on clusters with 16 cores per node. Conversely, on clusters with 2 cores per node, we also did runs with 8, 10, 12, \ldots processes. In addition, the caching behavior depend on the specific cache hierarchies and sizes of the processors in use.

- As is to be expected, clusters with similar architectures also perform very similarly, such as Queen Bee and Abe, or Lobo and Ranger.

In order to achieve good scaling to high numbers of processes, it was necessary to ensure parallelization of all time-consuming parts in the calculation. In particular, the writing of the wave functions to disk had to be optimized to occur in parallel from different processes in order not to become a bottleneck. Additionally, when scaling to large numbers of processors, the part of the wave function in radial space that each process gets can become small – down to only one finite element. In order to achieve good scaling even in that limit it was necessary to minimize the overhead in each routine. For example, it is crucial to not have to recompute the angular momentum coupling matrix elements in the electron-laser and electron-electron interaction for each application of the Hamiltonian. This is in contrast to the single processor code, where it does not matter if they are evaluated on the fly for each application of the Hamiltonian.

An additional observation during benchmarking was that the results are considerably more stable on some machines than on others. On some of the machines (e.g. Coyote), some runs are slower than the others by a factor of almost two without any apparent reason. Redoing those runs, using exactly the same executable and parameters, usually shows the “normal” computation speed. The reason for these discrepancies is not clearly known up to now. The investigations in this direction are explained in Appendix D.
6 Observables

Using the methods presented in the previous chapters, we solve the time-dependent Schrödinger equation for a wide variety of laser pulses and obtain the fully correlated wave function after the end of the pulse. The last step is then to extract the physically relevant information that we are interested in from the wave function represented in radial and angular space in our FEDVR/TDCC basis. We are interested in quantities that are accessible in experiment as well as quantities that might not be (currently) accessible in experiments, but which reveal information about the processes that occurred. Many of these quantities can be accessed by projecting the final wave function on eigenstates of the full field-free Hamiltonian \((2.9)\) with specific boundary conditions or asymptotic behavior. For example, we are interested in the double ionization probability distribution \(P_{\text{DI}}(k_1, k_2)\), where \(k_1\) and \(k_2\) are the asymptotic momenta of the two electrons. Unfortunately, there are no analytic solutions for the eigenstates of the full Hamiltonian, due to the electron-electron interaction term in \((2.9)\) and the resulting non-separability of the Schrödinger equation. Numerical diagonalization of the full Hamiltonian, apart from being computationally very expensive, suffers from the problem that specifying the boundary conditions or asymptotic behavior is very difficult, as there is a high amount of degeneracy in the final states. For example, if the total energy \(E_{\text{tot}}\) is positive, there are infinitely many eigenstates of the Hamiltonian with that energy: a continuum of double ionized states with \(\frac{1}{2}(k_1^2 + k_2^2) = E_{\text{tot}}\), as well as infinitely many singly ionized states with the bound electron in state \(n\) of the He\(^+\) ion and \(\frac{1}{2}k_1^2 - 2/n_2^2 = E_{\text{tot}}\). When diagonalizing the Hamiltonian in a box, the eigenstate at a specific energy would in general contain a superposition of these (quasi-)degenerate states.

We therefore choose a different approach to extract the final single and double ionization probability distributions: we use final states that represent the true eigenstates reasonably well in the asymptotic region, where the electrons are far away from each other, and propagate the wave function until this asymptotic limit is reached. The validity of this approach is tested and discussed in detail in chapter 9.

6.1 Continuum wave functions

We exploit the fact that our time-dependent approach allows propagation of the wave packet for long times after the conclusion of the pulse. Once the distance
between the two electrons has reached a large enough value, we can neglect the electron-electron interaction term, \( \hat{H}_{12} = |\hat{r}_1 - \hat{r}_2|^{-1} \), which becomes insignificant for asymptotic distances. Consequently, we approximate the continuum by the exact solution of the (separable) stationary Schrödinger equation with the Hamiltonian without electron-electron interaction,

\[
\hat{H}_0 = \frac{\hat{p}_1^2}{2} + \frac{\hat{p}_2^2}{2} - \frac{Z}{r_1} - \frac{Z}{r_2}.
\]

(6.1)

If both electrons are far away from the nucleus and/or have high energies, it would also be possible to neglect the electron-nucleus interaction when constructing final states for double ionization. However, as we are also interested in situations where there is only single ionization, we retain the electron-nucleus interaction term. This also ensures that the approximate single continuum and double continuum eigenstates are orthogonal to each other.

The separable Hamiltonian (6.1) is just the sum of two independent one-particle Hamiltonians. Before constructing the two-electron product states for the single and double continuum, we summarize some of the properties of the eigenstates of the (analytic) eigenfunctions of the single-particle Hamiltonian of a hydrogen-like atom, with

\[
\hat{H}_1 = \frac{\hat{p}^2}{2} - \frac{Z_{\text{eff}}}{r}.
\]

(6.2)

As (6.2) is spherically symmetric, its eigenstates can be separated into a radial and an angular part,

\[
\Phi_{k,l,m}(r) = \phi_{k,l}(r) \frac{Y^l_m(\Omega)}{r},
\]

(6.3)

where the angular part is described by the spherical harmonics \( Y^l_m(\Omega) \). For the bound states, the radial part of the regular eigenfunction is given by [95]

\[
\phi_{n,l}(r) = \frac{\sqrt{Z_{\text{eff}}}}{n} \sqrt{\frac{n - l - 1}{(n + l)!}} \left( \frac{2Z_{\text{eff}}r}{n} \right)^{l+1} L^2_{n-1-l} \left( \frac{2Z_{\text{eff}}r}{n} \right) \exp \left( - \frac{Z_{\text{eff}}r}{n} \right)
\]

(6.4)

where \( L \) stands for the generalized Laguerre polynomial and \( n \geq 1 \) is the main quantum number. The eigenenergies of the bound states are given by

\[
E_n = -\frac{Z_{\text{eff}}^2}{2n^2}.
\]

(6.5)

The regular solution for the unbound states is given by the regular radial Coulomb function \( F_i(\eta, kr) \) [95]

\[
\phi_{k,l}(r) = \sqrt{\frac{2}{\pi}} F_i(\eta, kr),
\]

(6.6)

\[
F_i(\eta, kr) = 2^l e^{-\frac{1}{2} \eta} \sqrt{\eta} \frac{\Gamma(l + 1 + i\eta)}{(2l + 1)!} e^{-ikr} (kr)^{l+1} F(l + 1 + i\eta, 2l + 2; 2ikr),
\]
with the confluent hypergeometric series $F$

$$F(a, b; z) = \sum_{n=0}^{\infty} \frac{\Gamma(a + n)}{\Gamma(a)} \frac{\Gamma(b)}{\Gamma(b + n)} \frac{z^n}{n!}, \quad (6.7)$$

which in the limit $r \to \infty$ behave as

$$F_l(\eta, kr) \to \sin \left( kr - \eta \ln 2kr - \frac{l\pi}{2} + \sigma_l \right). \quad (6.8)$$

In (6.6) we introduced the Coulomb parameter $\eta$ which determines the strength of the Coulomb term in (6.2)

$$\eta = -\frac{Z_{\text{eff}}}{k}. \quad (6.9)$$

Inserting the radial part (6.6) back into (6.3) yields the spherical Coulomb waves $\Phi_{k,l}(r)$, which are eigenfunctions of (6.2), orthonormalized in momentum $k$, total angular momentum $L^2$, and the $z$-component $L_z$ of angular momentum,

$$\langle \Phi_{k,l,m} | \Phi_{k',l',m'} \rangle = \delta(k-k')\delta_{ll'}\delta_{mm'}. \quad (6.10)$$

Since $k$ is a continuous variable, wave functions are normalized to the Dirac delta function (or distribution), while the discrete quantum numbers $l, m$ are orthonormalized to a Kronecker delta. Instead of normalizing in momentum space, we can also use energy normalized radial Coulomb functions. Due to

$$\delta(k-k') = \frac{dE}{dk} \delta(E - E'), \quad k = \sqrt{2E}, \quad (6.11)$$

they are related to the momentum normalized functions (6.6) according to

$$\phi_{E,l}(r) = \frac{\phi_{k,l}(r)}{\sqrt{k}}. \quad (6.12)$$

If we are not interested in the angular momentum quantum numbers, but want to specify a 3-vector $k \equiv (k, \Omega_k)$ for the momentum, we can use the expansion

$$\psi_k(r) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} \sqrt{\frac{l}{2\pi}} \frac{\Gamma(l+1+i\eta)}{\Gamma(l+1)} Y_{lm}^{*}(\Omega_k) \Phi_{k,l}(r), \quad (6.13)$$

with the Coulomb phase $\sigma_l = \arg \left[ \Gamma(l+1+i\eta) \right]$. These functions are the solutions (for a Coulomb potential) satisfying scattering boundary conditions that converge asymptotically to eigenstates of linear momentum $k$. **Incoming** boundary conditions are the appropriate basis states for extracting ionization probabilities [136–138].

Using these one-electron eigenfunctions, we construct the double continuum wave functions as symmetrized product states of two unscreened Coulomb waves (6.13)
Continuum wave functions with effective charge \( Z_{\text{eff}} = 2 \), where the symmetrization is necessary to account for the indistinguishability of the two electrons. For \( k_1 \neq k_2 \), these states are given by

\[
\Psi_{D\text{C}k_1,k_2}(r_1,r_2) = \frac{1}{\sqrt{2}} \left[ \psi_{k_1}(r_1)\psi_{k_2}(r_2) + \psi_{k_1}(r_2)\psi_{k_2}(r_1) \right]
\]

(6.14)

The use of a product final state amounts to neglecting the effect of electron-electron interaction, which is a good approximation only in the asymptotic regime \( r_{12} \to \infty \).

It should be noted that in our approach of solving the TDSE, we only need the double continuum wave functions in the asymptotic region for extraction of the final momentum distributions. The correlation is thus included in the calculation at each step, the only approximation is the identification of the momenta \( k_1, k_2 \) in the product state with the asymptotic momenta of the two electrons.

In other approaches, such as time-independent perturbation theory, it is much more crucial to use an accurate representation of the continuum. This can be achieved in a number of ways, e.g. by using so-called 3C wave functions [139, 140] which consist of a product of three two-body Coulomb functions. Another approach is to use the techniques of exterior complex scaling (ECS), which can be used to transform the projection on the final states to a surface integral at the edge of the box, where the product of Coulomb waves is again a good approximation if the box is large enough [131, 141, 142]. A third approach to get the double ionization wave function is to use the \( J \)-matrix method to generate fully correlated multichannel scattering wave functions for the single continuum and then obtain the double ionization wave packet by subtracting the bound and singly ionized parts from the total wave function [62].

Inserting the partial-wave expansion (6.13) in (6.14) and switching to coupled spherical harmonics yields the double-continuum wave function in coordinate space,

\[
\Psi_{k_1,k_2}(r_1,r_2) = \sum_{L,M} \sum_{l_1,l_2} \int \phi_{k_1,l_1}(r_1)\phi_{k_2,l_2}(r_2) Y_{L,M}(r_{12}) Y_{L,M}(r_{12})^* \frac{1}{\sqrt{2} r_1 r_2} \left[ \Phi_{n,l,m}(r_1)\psi_{k_1}(r_2) + \Phi_{n,l,m}(r_2)\psi_{k_2}(r_1) \right]
\]

(6.15)

In analogy, we construct the single continuum as a symmetrized product state of a bound state \( \Phi_{n,l,m}(r) \) of the \( \text{He}^+ \) ion and a Coulomb wave \( \psi_k(r) \) with effective charge \( Z_{\text{eff}} = 1 \)

\[
\Psi_{n,l,m,k}(r_1,r_2) = \frac{1}{\sqrt{2}} \left[ \Phi_{n,l,m}(r_1)\psi_k(r_2) + \Phi_{n,l,m}(r_2)\psi_k(r_1) \right]
\]

(6.16)

Inserting the partial wave expansion for the Coulomb wave and the coordinate representation of \( \Phi_{n,l,m}(r) \) yields the single continuum wave function in coordinate space. Note that the bound state is not expanded into a function of a wave vector.
(as in (6.13) for the continuum wave) leaving a Clebsch-Gordan coefficient from switching to the coupled angular momentum representation.

\[
\Psi_{n,l,m,k}^{SC}(r_1, r_2) = \sum_{L,M} \sum_{l_{k}=0}^{\infty} \sum_{m_{k}=-l_{k}}^{l_{k}} j_{l_{k}} e^{-i\sigma_{l_{k}}} \left[ Y_{m_{k}}^{l_{k}}(\Omega_{k}) \right]^* \langle lm_{k}m_{k}|ll_{k}LM \rangle \frac{1}{\sqrt{2}r_{1}r_{2}} \\
\times \left[ \phi_{n,l}(r_1)\phi_{k,l_{k}}(r_2)Y_{l_{1},l_{2}}^{LM}(\Omega_{r,1},\Omega_{r,2}) + \phi_{n,l}(r_2)\phi_{k,l_{k}}(r_1)Y_{l_{1},l_{2}}^{LM}(\Omega_{r,2},\Omega_{r,1}) \right].
\]

(6.17)

6.2 Ionization probability distributions

6.2.1 Fully differential probability distributions

By projecting the single- and double-continuum functions constructed in the previous section onto the fully correlated final state wave function, we obtain momentum probability distributions. The electron momentum distribution for double ionization is given by

\[
P^{DI}(k_1, k_2) = P^{DI}(k_1, k_2, \Omega_{k,1}, \Omega_{k,2}) = \left| \langle \Psi_{k_1, k_2}^{DC} | \Psi \rangle \right|^2.
\]

(6.18)

Using the expression (6.15) for the double continuum and (3.3) for the calculated wave function yields

\[
P^{DI}(k_1, k_2) = \frac{1}{2} \left| \sum_{L,M} \sum_{l_{1},l_{2}} i^{-l_{1}-l_{2}} e^{i(\sigma_{l_{1}}+\sigma_{l_{2}})} Y_{l_{1},l_{2}}^{LM}(\Omega_{k,1}, \Omega_{k,2}) \\
\times \iiiint \left[ \phi_{k_{1},l_{1}}(r_1)\phi_{k_{2},l_{2}}(r_2) + \phi_{k_{1},l_{1}}(r_2)\phi_{k_{2},l_{2}}(r_1) \right] \right|^2,
\]

(6.19)

where we used the orthonormality relation

\[
\langle Y_{l_{1},l_{2}}^{LM} | Y_{l'_{1},l'_{2}}^{LM'} \rangle = \delta_{LL'}\delta_{l_{1}l'_{1}}\delta_{l_{2}l'_{2}}\delta_{MM'}
\]

(6.20)

for the evaluation of the angular part of the integral in position space. Furthermore, we can use the exchange symmetry for the wave function |\psi\rangle

\[
R_{l_{2},l_{1}}^{L}(r_2, r_1) = (-1)^{(l_{1}+l_{2}-L)} R_{l_{1},l_{2}}^{L}(r_1, r_2)
\]

(6.21)

and obtain for the double ionization probability distribution

\[
P^{DI}(k_1, k_2) = \left| \sum_{L} \sum_{l_{1},l_{2}} i^{-l_{1}-l_{2}} e^{i(\sigma_{l_{1}}+\sigma_{l_{2}})} Y_{l_{1},l_{2}}^{LM}(\Omega_{k,1}, \Omega_{k,2}) P_{l_{1},l_{2}}^{L}(k_1, k_2) \right|^2
\]

(6.22)
with

\[ P_{l_1,l_2}^L (k_1, k_2) = \sqrt{2} \int_0^\infty \int_0^\infty dr_1 dr_2 R_{l_1,l_2}^L (r_1, r_2) \phi_{k_1,l_1}^* (r_1) \phi_{k_2,l_2}^* (r_2). \] (6.23)

For the six-dimensional single ionization probability distribution we find a similar expression,

\[ P_{SI}^L (n, l, m, k) = \sum_{L} \sum_{l_1} \sum_{l_2} (-i)^l_1 e^{i\sigma_k} Y_{m_k}^{l_k} (\Omega_k) (lml_1 m_2 | l_1 L 0) P_{l_1,l_2}^L (n, k) \] (6.24)

with

\[ P_{l_1,l_2}^L (n, k) = \sqrt{2} \int_0^\infty \int_0^\infty dr_1 dr_2 R_{l_1,l_2}^L (r_1, r_2) \phi_{n,l_1}^* (r_1) \phi_{k,l_2}^* (r_2). \] (6.25)

Instead of using distributions differential in momentum, it is equally possible to use energy differential distributions, which can be described by the the same expressions, except for the use of energy-normalized Coulomb functions \( \phi_{E,l} \) (6.12) instead of \( \phi_{k,l} \) in (6.23) and (6.25).

The fully differential probability distributions (6.22) and (6.24) contain all the information about the final state momenta of the electrons. Often, it is more interesting to look at lower-dimensional distributions, obtained either by integrating out some variables of the full distribution or by choosing specific cuts in the six-dimensional space.

### 6.2.2 Energy probability distributions

Integrating out the angles \( \Omega_1, \Omega_2 \) in (6.22) gives the joint energy probability distribution for the two (ejected) electrons in a double ionization process

\[ P^{DI} (E_1, E_2) = \sum_{L} \sum_{l_1,l_2} \left| P_{l_1,l_2}^L (E_1, E_2) \right|^2. \] (6.26)

Integrating over \( E_1 \) or \( E_2 \) gives the single-electron energy probability distribution for double ionization,

\[ P^{DI} (E) = \int_0^\infty P^{DI} (E_1, E_2) dE_1 = \int_0^\infty P^{DI} (E_1, E_2) dE_2, \] (6.27)

i.e. the probability for one detected electron to have the energy \( E \).
6.2.3 Angular probability distributions

More detailed information about a double ionization event is provided by angular differential distributions. The joint angular distribution is obtained by integrating over the energies of both electrons,

\[ P_{DI}(\Omega_{k,1},\Omega_{k,2}) = \int_0^\infty \int_0^\infty P_{DI}(E_1, E_2, \Omega_{k,1}, \Omega_{k,2}) dE_1 dE_2. \]  

(6.28)

This gives the distribution in angles, regardless of the energies of the electrons. By dropping the integration over one of the energies, one obtains the angle-energy probability distribution, which can reveal correlations between the angular and energy degrees of freedom.

An additional observable of interest is the one-electron angular distribution, which can be characterized by the anisotropy parameters \( \beta_j \), as shown in the following. The one-electron probability distribution \( P_{DI}(E_1, \Omega_{k,1}) \) for one electron with respect to the laser polarization axis is given by integrating (6.22) over \( E_2 \) and \( \Omega_{k,2} \). Because of the total cylindrical symmetry in our system, the resulting one-electron probability distribution is independent of the azimuthal angle \( \varphi_1 \). In the following, we therefore integrate over \( \varphi_1 \), and consequently, \( P_{DI}(E_1, \theta_1) = 2\pi P_{DI}(E_1, \Omega_{k,1}) \).

\[ P_{DI}(E_1, \theta_1) = \iiint P_{DI}(E_1, E_2, \Omega_{k,1}, \Omega_{k,2}) dE_2 d\Omega_{k,2} d\varphi_1. \]  

(6.29)

Note that due to the indistinguishability of the two electrons it follows that \( P_{DI}(E_1, \theta_1) = P_{DI}(E_2, \theta_2) = P_{DI}(E, \theta) \).

(6.30)

This expression can be characterized by the angular anisotropy parameters \( \beta_j \), cf. e.g. [74], or \( \beta = \beta_2 \) and \( \gamma = \beta_4 \) [61] that are obtained by projecting \( P(E, \theta) \) on Legendre polynomials \( P_l(\cos \theta) \)

\[ P_{DI}(E, \theta) = P_{DI}(E) \sum_{j=0}^{\infty} \beta_j(E) P_j(\cos \theta), \]  

(6.31)

where the energy dependence \( P_{DI}(E) \) has been factored out of the sum and \( \beta_0(E) = 1 \), as the integral over the Legendre polynomials is zero for \( j \neq 0 \). As we only study ionization by either one or two photons, the coefficients of Legendre polynomials with odd \( j \) vanish. This can be seen in equation (6.35) from the 3j-symbol containing \( j, L \) and \( L' \), with all magnetic quantum numbers equal to zero (the parity 3j-symbol), which is zero for odd \( j + L + L' \). As \( L \) and \( L' \) are either both odd or both even (\( L = 1 \) for one-photon transitions, \( L = 0, 2 \) for two-photon transitions, \( L = 1, 3, 5 \) for three-photon transitions, ...) \( L + L' \) is always even. Therefore, \( j \) also has to be even. In addition, because of the triangle inequality in the parity 3j-symbol, the highest \( j \) occurring in an \( n \)-photon transition is \( j = 2n \).
The anisotropy parameters can be expressed by inserting the electron momentum distribution for double ionization (6.22) into equation (6.29) and analytically performing the integration

\[
P^{DI}(E_1, \theta_1) = \int_0^\infty \int_0^{2\pi} P^{DI}(E_1, E_2, \Omega_1, \Omega_2) dE_2 d\Omega_2 d\varphi_1 =
\]

\[
\int_0^\infty \int_0^{2\pi} \sum_{L, l_1, l_2} \sum_{i} i^{l_1-l_2} e^{i(\sigma_{1} + \sigma_{2})} \mathcal{Y}_{l_1,j}(\Omega_1, \Omega_2) P_{l_1,l_2}^L(E_1, E_2) \left| dE_2 d\Omega_2 d\varphi_1 \right. (6.32)
\]

For brevity we will use

\[
D_{l_{1},l_{2}}^{L}(E_1, E_2) = i^{-l_{1}-l_{2}} e^{i(\sigma_{1} + \sigma_{2})} P_{l_{1},l_{2}}^{L}(E_1, E_2)
\] (6.33)

in the following formulas. This corresponds to an expansion in our coupled basis representation in energy space, thus expressing the doubly ionized wave function \( \Psi^{DI}(E_1, E_2, \Omega_{k,1}, \Omega_{k,2}) \) in coupled spherical harmonics

\[
\Psi^{DI}(E_1, E_2, \Omega_1, \Omega_2) = \sum_{L} \sum_{l_1,l_2} D_{l_{1},l_{2}}^{L}(E_1, E_2) \mathcal{Y}_{l_1,j}^{L_1,0}(\Omega_1, \Omega_2). (6.34)
\]

The integrals over the angles can be performed analytically by using the techniques of angular momentum coupling (as described in detail in Appendix C). The final result for the angular probability distribution \( P(E_1, \theta_1) \) is then

\[
P^{DI}(E_1, \theta_1) = \sum_{j} \sum_{L', L} (-1)^{j-L'-l_2} \sqrt{(2l_1 + 1)(2l_1' + 1)(2L + 1)(2L' + 1)(j + 1)}
\]

\[
\left( \begin{array}{ccc} l_1 & l_1' & j \\ 0 & 0 & 0 \end{array} \right) \left( \begin{array}{ccc} j & L & L' \\ 0 & 0 & 0 \end{array} \right) \left( \begin{array}{ccc} j & l_1 & l_1' \\ L & L' & L \end{array} \right) (D_{l_{1},l_{2}}^{L})^{*} D_{l_{1}',l_{2}'}^{L'} P_{j}(\cos \theta_1). (6.35)
\]

For \( j = 2 \) this formula coincides with the expression for \( \beta \) parameters presented by Kheifets et al. [74] and an analogous expression for \( \beta \) parameters of two-photon single ionization by Gribakin et al. [143].

### 6.2.4 Angular distribution for single ionization

Similar to the one-electron angular distribution for double ionization expressed in terms of the anisotropy parameters, we define the analogous probability distribution for single ionization by summing over the states of the bound electron

\[
P^{DI}(E, \theta) = \sum_{n,l,m} \int P^{SI}(n, l, m, E, \Omega_k) d\varphi,
\] (6.36)
with $P^{SI}(n,l,m,E,\Omega)$ defined in (6.24). We follow the derivation for the double ionization angular distribution in Appendix C but use the singly ionized wave function $\psi^{SI}$

$$\psi^{SI}(n,l,m,E,\Omega_k) = \sum_{L,L',l_{k-0}m_k=-l_k}^{\infty} \sum_{L,L',l_{k-0}m_k=-l_k} (-i)^{l_k} e^{i\sigma_k} Y^{l_k}_{m_k}(\Omega_k) \left[ \begin{array}{cc} l \; \; l_k & L \\ m \; \; m_k & 0 \end{array} \right] P^{L}_{l,1,2}(n,E),$$

(6.37)

with $P^{L}_{l,1,2}(n,E)$ given in equation (6.25). Instead of performing the integral over the continuum states of the second electron, we take the sum over the bound states

$$\int dE_2 d\Omega_{k,2} \rightarrow \sum_{n,l} \sum_{m=-l}^l .$$

(6.38)

This yields

$$P(E,\theta_k) = \sum_j \beta_j(E) P_j(\cos \theta_k),$$

(6.39)

with

$$\beta_j(k) = \sum_{n,l} \sum_{L,L',l_{k-0}m_k=-l_k} (-1)^{j-L'-l} \sqrt{(2l_k+1)(2l'_k+1)(2L+1)(2L'+1)(2j+1)}$$

$$\left( \begin{array}{c} l_k \; \; l'_k \; \; j \\ 0 \; \; 0 \; \; 0 \end{array} \right) \left( \begin{array}{ccc} j & L & L' \\ 0 & 0 & 0 \end{array} \right) \left( \begin{array}{ccc} j & l_k & l'_k \\ l & L' & L \end{array} \right) \left( (-i)^{l_k} e^{i\sigma_k} P^{L}_{l,1,2}(n,k) \right)^* \left( (-i)^{l_k} e^{i\sigma_k} P^{L}_{l,1,2}(n,k) \right).$$

(6.40)

The different bound states $(n,l,m)$ are summed up incoherently in (6.40). For a fixed $n,l,m$, we get the probability distribution for the free electrons associated with production of the He$^+$ ion in different excited (shake-up) states (e.g. $1s, 2s, 2p, \ldots$).

### 6.3 Recoil ion momentum distribution

While the fully differential probability distribution provides very detailed information about the kinematics of a double ionization process, it is very difficult to measure this quantity in experiments. In principle, cold target recoil ion momentum spectroscopy (COLTRIMS) [144–146] can be used to measure the energies and emission directions of all three involved particles (the nucleus and the two electrons). The count rate of the events of interest is usually low, such that fully differential distributions would require very long measurement times to acquire sufficient statistics. By focusing on integrated quantities, the statistics can be improved. One possibility is to measure the momentum distribution of the recoiling nucleus. As the target gas in such an experiment consists of cold atoms with negligible speed, the final momentum of the nucleus is just the recoil obtained from the
two electrons, i.e.

\[ Q = -(k_1 + k_2). \tag{6.41} \]

Introducing the relative momentum of the electrons \( q = k_1 - k_2 \), the double ionization probability distribution can be expressed as \[147\]

\[
P^{DI}(E_Q, E_q, \Omega_Q, \Omega_q) = \left( \frac{qQ}{8k_1k_2} \right) P^{DI}(E_1, E_2, \Omega_{k,1}, \Omega_{k,2}) \tag{6.42}
\]

with the Jacobian arising from the coordinate transformation from \((k_1, k_2)\) to \((Q, q)\) and the change to the energy representation with \( E_i = k_i^2/2 \). Integration over the relative momentum \( q \) then yields the recoil ion momentum distribution (which is again cylindrically symmetric),

\[
P^{DI}(Q) = \int \int dE_q d\Omega_q \left( \frac{qQ}{8k_1k_2} \right) P^{DI}(E_1, E_2, \Omega_{k,1}, \Omega_{k,2}). \tag{6.43}
\]

We show the recoil ion momentum distribution (which is rotationally symmetric about the laser polarization axis) integrated over one of the transversal directions, i.e. we show \( P^{DI}(Q_x, Q_z) = \int dQ_y P^{DI}(Q) \). In our representation of the six-fold differential cross section with the expansion in coupled spherical harmonics the evaluation of (6.43) is computationally very expensive. One possible approach to evaluate this is described in \[80\]. We choose a different approach to generate the nuclear recoil probability distributions. We use Monte Carlo techniques to “simulate” a real experiment. In particular, we generate a large number \( N \) of pairs of electron momenta \((k_1, k_2)\) distributed according to the full probability distribution \( P^{DI}(k_1, k_2) \) (6.22). From the momenta \((k_1, k_2)\) we calculate the recoil ion momentum and use this to fill a histogram, as is done in a real experiment with \( N \) counts. The accuracy of this method depends on the number \( N \) of electron pairs that we generate and the accuracy of the grid on which the probability distribution is calculated. As the nuclear recoil is an effectively only two-dimensional quantity, the accuracy requirements are not extremely critical.

6.3.1 Generation of randomly distributed electron configurations

In order to generate electron pairs distributed according to \( P^{DI}(k_1, k_2) \), it is necessary to create random variables distributed according to an arbitrary probability density function (PDF) \( \omega(x) \) over \([a, b]\) with

\[
\int_a^b \omega(x) dx = 1. \tag{6.44}
\]

We therefore need a change of variables \[148\] from the uniform distribution \( u(r) \) over \([0, 1]\) generated by a random variable generator (we use the Mersenne Twister
generator \cite{149}, which has very good statistical properties and fast execution speed) to our PDF. We build up the electron pairs distributed over the whole six-dimensional \((k_1, k_2)\)-space in subsequent steps, using the different differential distributions presented in the last sections.

We start with the one electron energy distribution \(P^{DI}(E)\) \((6.27)\) to generate the first coordinate \(k_2\). In momentum space the PDF then reads

\[
\omega(k_2) = \frac{P^{DI}(k_2)}{P^{DI}}, \quad \int_0^\infty \frac{P^{DI}(k_2)}{P^{DI}} dk_2 = 1. \tag{6.45}
\]

For the mapping \(r \rightarrow k_2\) from the uniformly distributed \(r\) we use the cumulative distribution function (CDF)

\[
W(k_2) = \int_0^{k_2} dk_2' \frac{P^{DI}(k_2')}{P^{DI}}, \tag{6.46}
\]

which is obtained by numerical integration. We use the uniform distribution \(u(r)\) to randomly pick a value for \(W(k_2)\), from which \(k_2\) is obtained by inversion, such that we get \(k_2\) distributed according to \(P^{DI}(k_2)/P^{DI}\).

For the next step we use the joint energy distribution \(P^{DI}(k_1, k_2)\) to obtain \(k_1\). Subsequent use of the angular distribution and fully differential probability distribution yields the full set \(k_1, \theta_1, \varphi_1, k_2, \theta_2, \varphi_2\) for one electron configuration. Note that the flexibility of this approach allows to easily generate any probability distribution of the two electrons, although we currently only use it for the nuclear recoil distributions. We have, however, tested the accuracy of the approach by comparing to the analytically calculated distributions given in the previous sections.
7 Eigenstates

As a test for our method, we present some results on the eigenstates of the non-relativistic Hamiltonian (2.9). We compare these results with various published data.

Solving the eigenproblem of the Hamiltonian (i.e. the time-independent Schrödinger equation) is not possible for realistic problem sizes by direct diagonalization of the matrix representation of the Hamiltonian in our basis. This is because we have chosen a representation that is optimized for a computationally cheap evaluation of the Hamiltonian and a good representation of many eigenstates, from the lowest-lying bound states up to high-lying doubly ionized states. We therefore use an approach based on Krylov subspace methods to calculate just some of the eigenvalues and eigenvectors of the Hamiltonian. We utilize the ARPACK package [150], which implements a variant of the Implicitly Restarted Arnoldi Method [151]. This package can be used to calculate the lowest eigenstates of a sparse matrix without having to construct the matrix explicitly – the only required operation is the application of the matrix to a vector. In the following, we give some benchmark results obtained with this method, both for bound states as well as for doubly excited resonances. In our approach, the accuracy of the eigenenergies of the Hamiltonian depends on both the quality of the radial grid as well as the size of the angular momentum expansion (determined by \( l_{c,\text{max}}; l_{s,\text{max}} \) for a fixed \( L \)). The results we give in the following were obtained using typical grids used for time propagation, i.e. not optimized to give the best possible energies. The finite elements of the radial FEDVR grid had an extension of 4 a.u., with order 11 for the DVR, while the angular momentum expansion used \( l_{c,\text{max}} = l_{s,\text{max}} = 8 \).

The “exact” ground state energy of the infinite-mass nonrelativistic Hamiltonian (2.9) is [152]

\[
E_0 = -2.903724377 \ldots \text{a.u.} \tag{7.1}
\]

Relativistic corrections give a value of \(-2.903700023\) a.u. [100, 153], while the experimentally measured value is \(-2.903693775\) a.u. [154]. Standard (single-configuration) Hartree-Fock calculations [101] yield a ground state energy of about \(-2.86168\) a.u. and the difference to the exact value is sometimes (especially in the field of quantum chemistry) referred to as correlation energy \(E_C = 0.042044\) a.u. since this contribution from the residual two-body interaction cannot be obtained from a mean-field potential. Our method using the numerical parameters given above yields a ground
state energy of $E_0 = -2.90366$ a.u., i.e. an absolute error of $\approx 6 \times 10^{-5}$ a.u., which translates to a relative error of $\approx 2 \times 10^{-3}\%$.

In Table 7.1 we compare our results for the first $^1S_e^c$ bound states with “exact” values taken from [155] and find excellent agreement, with all but the ground state agreeing on at least 6 digits.

<table>
<thead>
<tr>
<th>State</th>
<th>Exact Values</th>
<th>Our Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground state</td>
<td>-2.90372</td>
<td>-2.90366</td>
</tr>
<tr>
<td>1s 2s</td>
<td>-2.14597</td>
<td>-2.14597</td>
</tr>
<tr>
<td>1s 3s</td>
<td>-2.06127</td>
<td>-2.06127</td>
</tr>
<tr>
<td>1s 4s</td>
<td>-2.03359</td>
<td>-2.03359</td>
</tr>
</tbody>
</table>

Table 7.1: Comparison of the calculated energies (in a.u.) for the first $^1S_e^c$ bound states (characterized by the approximate single particle states) with the exact values.

7.1 Doubly excited resonances

The doubly excited states of (ortho-)helium are all embedded in (single) ionization continua (cf. section 2.4). Hence, they are not bound integrable states, but auto-ionizing resonances with a finite lifetime. These states are therefore characterized not only by their energy $E_R$, but also by their width $\Gamma$, which is related to the lifetime as $\Gamma = \frac{1}{\tau}$. In the doubly excited states, the electron-electron interaction has considerably higher influence on the states, as the electrons are further away from the nucleus, and the coupling to the continuum is mediated by this interaction. Therefore, the labeling of states by the dominant independent particle-configuration (which can be done for singly excited states) breaks down, and the classification is usually done by the introduction of new approximate quantum numbers. We do not discuss this here in more detail, and simply identify the states by their total symmetry, energy and width. In order to obtain the resonance energies as well as the widths, the complex absorbing potential (cf. section 5.4) has to be included in the Hamiltonian, such that the operator is no longer Hermitian, but complex symmetric.

In Table 7.2 we present the energies and widths of some of the resonances (doubly excited states) for total symmetries $^1S_e, ^1P_0,$ and $^1D_e$ as obtained by our method. The values are compared with results from an exterior complex scaling (ECS) calculation by Scrinzi and Piraux which are accurate up to $10^{-4}$ a.u. [155, 156] and results for the $^1S_e^c$ states from Bürgers et al. [157], who employ perimetric coordinates and a complex scaling technique. The agreement between the three different methods is very good.

---

5 which together form the quasi-energy $E = E_R - i\Gamma/2$
Figure 7.1: Radial probability distributions $P(r_1, r_2)$ of some doubly excited states associated with total symmetry $^1S^o$. The labels give the energies $E_R$ and widths $\Gamma$. 

(a) $-0.778 \text{ a.u., } 4.54 \cdot 10^{-3} \text{ a.u.}$

(b) $-0.622 \text{ a.u., } 2.17 \cdot 10^{-4} \text{ a.u.}$

(c) $-0.590 \text{ a.u., } 1.36 \cdot 10^{-3} \text{ a.u.}$

(d) $-0.548 \text{ a.u., } 7.58 \cdot 10^{-5} \text{ a.u.}$

(e) $-0.281 \text{ a.u., } 1.69 \cdot 10^{-3} \text{ a.u.}$

(f) $-0.257 \text{ a.u., } 9.32 \cdot 10^{-5} \text{ a.u.}$
Table 7.2: Energies and widths (all in a.u.) obtained using ARPACK for some $1S_e$, $1P_o$, and $1D_e$ resonances of helium compared with the results in [155] and [157] for $1S_e$.

Fig. 7.1 shows the radial probability distributions of the eigenstates associated with some of these doubly excited states. We only show eigenstates with total symmetry $1S_e$, as the general forms are similar for other total symmetries. The figure demonstrates the strongly differing character of the various resonances. For resonances with a short lifetime (large width), the singly ionized continuum contribution to the state can be seen as a faint light blue region close to the axes. The lifetimes of the more highly excited states are not extremely accurate, as part of the bound part of the wave function already reaches the absorbing boundary layer.

The signature of the doubly excited states can also be seen in the single ionization cross section by photon impact. Here, the double excited resonance acts as an additional pathway for photon absorption. The interference between the direct coupling to the continuum and the indirect coupling through the doubly excited state gives rise to the well-known Fano resonances [158, 159] in the electron emission spectrum. This represents one of the most direct processes which reveals many-electron effects in atomic transitions [160].
Part II

Two-photon double ionization
8 Introduction

Two-photon double ionization (TPDI) of helium is one of the simplest multi-photon processes involving electron correlation. Consequently, TPDI of atomic helium has been the subject of intense theoretical studies in the past few years [40–42, 45–90]. Most of the existing literature deals with either (i) cross sections in the nonsequential regime of TPDI, or with (ii) the effects of ultrashort (attosecond) XUV pulses in the sequential regime of TPDI. Although the cross sections for nonsequential TPDI have attracted a significant amount of interest by theoreticians, the published results show large discrepancies between some different approaches. However, in the last few years, agreement has been observed between some quite different approaches for which the convergence has been extensively tested [40, 80, 88]. There are much fewer experimental studies as of yet, all of which are concerned with the nonsequential regime [81, 91–94]. For these, the experimental uncertainties are still too large to help in resolving the discrepancies in the theoretical results.

These investigations are motivated by the development of novel light sources in recent years. These sources produce coherent, intense and ultrashort pulses in the vacuum ultraviolet (VUV) and extreme ultraviolet (XUV) region. One technology is the free electron laser (FEL) [13–22], where a beam of electrons at relativistic velocities traverses an undulator. Through the process of self-amplified spontaneous emission (SASE), the electrons produce a high-intensity beam at XUV energies. Currently, there are two FELs in the VUV-XUV and X-ray regime (XFELs) in operation: FLASH at DESY in Hamburg, Germany [20, 21], and LCLS in Stanford, USA, which has just achieved lasing at the design wavelength. FLASH has reached focused intensities of up to $10^{16}$ W/cm$^2$, and photon energies as high as 190 eV, while LCLS reaches energies up to a few keV. The duration and temporal structure of the individual FEL pulses is not well known, but is of the order of 10−50 femtoseconds for FLASH. In addition, there have been a number of proposals aimed to decrease the duration of these pulses to a few hundred attoseconds [22, 161–166].

Another approach to produce intense ultrashort pulses at XUV wavelengths is to use high harmonic generation (HHG) from a driving infrared (IR) laser [23–32]. This technique has been successfully used to create the shortest pulses available today, with durations down to 80 as [31]. With current technology, attosecond pulses are much less intense than FEL pulses. The focused intensities are not well known but typically do not exceed $\approx 10^{12}$ W/cm$^2$. The main problem preventing higher intensities in HHG from gas targets is the loss of phase matching as the XUV and IR propagate in the generating gas medium. Various ways to increase
8.1 Sequential and nonsequential regimes of TPDI

the maximally available intensity have been proposed, such as circumventing the loss of phase matching [167–169] or using solid targets, which allow for the use of far higher driving IR intensities, creating a relativistic plasma and harmonics up to very high orders [170–173].

The continuing development of such intense sources has led to an increased interest in multi-photon processes. An important aspect of these sources is their ability to produce ultrashort pulses, with durations of a few femtoseconds for FELs and down to less than a hundred attoseconds for HHG. This has in turn enabled the study of time-resolved electronic dynamics, starting the field of attosecond science [33–37].

Calculations for two-photon ionization employ either a time-independent (TI) or a time-dependent (TD) approach. TI methods involve either lowest-order perturbation theory (LOPT) or $R$-matrix Floquet theory, and are only applicable in the limit of (infinitely) long pulses. TD methods are based on a direct solution of the time-dependent Schrödinger equation and are therefore not restricted to any given order of the perturbation or pulse duration. The results we present in the following are mostly calculated at moderate intensities of the XUV field ($\sim 10^{12}$ W/cm$^2$). At this intensity, corrections to LOPT are expected to be small. The decisive advantage of TD methods here stems from a different aspect. Namely, TI calculations of processes involving correlated two-electron final states in the continuum, $\Psi_{k_1, k_2}(r_1, r_2)$, require the knowledge of the final state in the entire configuration space in order to calculate the two-photon transition amplitude $t_{i\rightarrow k_1, k_2}^{(2)}$ (cf. (8.4a)). As the numerical or analytical determination of accurate correlated continuum final states remains a challenge, evaluation of $t_{i\rightarrow k_1, k_2}^{(2)}$ involves, inevitably, additional approximations that are difficult to control. Adding the time as an additional degree of freedom to the six spatial dimensions of the two-electron problem allows one to bypass the determination of $\Psi_{k_1, k_2}$. Instead, we propagate the wave packet for sufficiently long times such that we can extract the relevant dynamical information entirely from the asymptotic region where electron correlations become negligible. Moreover, residual errors can be controlled by systematically varying the propagation time. This advantage comes along with a distinct disadvantage: Results will, in general, depend on the time-structure imposed on the external perturbation, specifically on the duration and temporal shape of the XUV pulse. A comparison with TI calculations on the level of (generalized) cross sections therefore requires a careful extraction of information and checks of the independence from pulse parameters.

8.1 Sequential and nonsequential regimes of TPDI

The nature of the two-photon double ionization (TPDI) process depends strongly on the photon energy $\hbar \omega$. In order to doubly ionize the helium atom, $\hbar \omega$ has to be large enough so that two photons can fully ionize the helium atom, i.e. $2\hbar \omega > I_1 + I_2 = -E_0$,
where $I_1 \approx 24.6 \text{ eV}$ and $I_2 \approx 54.4 \text{ eV}$ are the first and second ionization potentials of helium, while $E_0 \approx -79 \text{ eV}$ is the total ground state energy. In a “long” pulse with an approximately delta-like energy spectrum, there are two distinct regimes of TPDI, depending on the photon energy. In “real” pulses with finite spectral width, the photon energy is described by a distribution $F(\omega)$. The following arguments thus depend on the assumption that the width of that distribution is sufficiently small for the regime to be identified unambiguously.

For $h \omega > I_2$, one photon has enough energy to ionize the He$^+$ ion in its ground state. In this regime, an independent-particle picture is applicable for long pulses: each electron absorbs one photon and electron-electron interaction is a priori not required for double ionization to occur. Therefore, the double ionization can proceed in two well-separated steps, and this energy regime is called the sequential regime. The first electron is ejected with energy $E_1 = h \omega - I_1$, carrying with it the energy contained in the electron-electron interaction in the ground state. At a later time, when the first electron is well separated from the remaining ion, the second electron is ejected with the energy $E_2 = h \omega - I_2$. In long pulses, this is the dominant process, leading to an electron energy spectrum with two sharp peaks at $E_1$ and $E_2$. In the limit of low pulse intensities, where depletion can be neglected, the total yield is proportional to the square of the pulse duration ($P_{\text{DI}} \propto T^2$), taken to be the signature of the sequential (two-step) nature of the process.

For high photon energies, different sequential pathways become accessible. The first photon absorption can produce shake-up in the remaining He$^+$ ion, leaving it in an excited state, with the second absorption proceeding from this excited state. These pathways are accessible for the sequential process when one photon provides enough energy to strip one electron from the atom and simultaneously excite the ion to a higher state, i.e. if $h \omega > I_1 + \mathcal{E}_n$, where $\mathcal{E}_n = (2 - 2/n^2) \text{ a.u.}$ is the excitation energy to the $n$th shell of the He$^+$ ion. In long pulses and for high photon energies, this leads to shake-up satellite lines in the electron energy spectrum [174].

While the first ionization potential is increased for shake-up ionization, the second ionization potential is decreased ($I'_2 = I_2/n^2$). Consequently, the peak positions $E'_1 = h \omega - I_1 - \mathcal{E}_n$, $E'_2 = h \omega - I_2 + \mathcal{E}_n$ are different from those without shake-up, but the overall picture of sequential and independent photoionization events remains unchanged. There are, however, two reasons why some correlation between the electrons can be expected even for long pulses: for one, the electron that is emitted later is faster than the first electron in the shake-up pathway. If the electrons are emitted in the same direction, the second electron can thus collide with the first one, modifying the independent-particle behavior. In addition, the excited states of the He$^+$ ion are (almost) degenerate in angular momentum, such that the He$^+$ ion can remain in a superposition of excited states, with the coefficients depending on the emission angle of the first electron. This can also cause non-vanishing correlation between the electrons even in very long pulses. As the photon energy approaches the threshold for one-photon double ionization at $h \omega = -E_0$,
successively higher shake-up states become accessible. However, the probability for shake-up quickly decreases with the quantum number \( n \) of the leftover excited state, such that typically, only the first few excited states play a role even if more are energetically accessible.

If the photon energy \( \hbar \omega \) is smaller than the second ionization potential \( I_2 \), the sequential process can not occur. The two photons still provide enough energy to doubly ionize the helium atom, but only if the two electrons share the available energy. This regime is called the nonsequential regime. This implies that the process can only happen if both photons are absorbed almost simultaneously. The two consequences of this are that the energy of the intermediate state, which is only populated transiently, does not need to be \( \hbar \omega - I_1 \) (because of the quantum mechanical time-energy uncertainty), and that the electrons can interact and exchange energy. Consequently, the asymptotic energies of the electrons in the final state do not have to be \( E_1 = \hbar \omega - I_1 \) and \( E_2 = \hbar \omega - I_2 \) (where for \( \hbar \omega < I_2 \), \( E_2 \) would be negative and therefore not correspond to a free electron). Because the photons have to be absorbed quasi-simultaneously, the total double ionization yield in the nonsequential regime is linearly proportional to the pulse duration, \( P^\text{DI}_\text{nonseq} \propto T \) as long as depletion can be neglected.

It should be stressed that even in the sequential spectral regime, there are nonsequential contributions to the total double ionization which can be identified by their \( T^k \) \((k = 1)\) scaling. In particular, final states where the electron energies are not at the sequential peaks are only reached by nonsequential processes.

## 8.2 Second-order perturbation theory

Before turning to the numerical results, we discuss the structure of the two-photon transition by examining the second-order time-dependent perturbation theory expression describing the transition. In the interaction or Dirac picture of quantum mechanics, the wave function in time-dependent perturbation theory is given up to second order by

\[
\begin{align*}
|\Psi_I(t)| &= |\Psi_I^{(0)}(t)| + |\Psi_I^{(1)}(t)| + |\Psi_I^{(2)}(t)| + \ldots \tag{8.1a} \\
|\Psi_I^{(0)}(t)| &= |\Psi_I(t_0)| \tag{8.1b} \\
|\Psi_I^{(1)}(t)| &= \frac{1}{i} \int_{t_0}^{t} dt_1 \hat{V}_I(t_1)|\Psi_I(t_0)| \tag{8.1c} \\
|\Psi_I^{(2)}(t)| &= \frac{1}{i^2} \int_{t_0}^{t} dt_1 \hat{V}_I(t_1) \int_{t_0}^{t_1} dt_2 \hat{V}_I(t_2)|\Psi_I(t_0)|, \tag{8.1d}
\end{align*}
\]

where we have split the Hamiltonian according to \( \hat{H} = \hat{H}_0 + \hat{V}(t) \) and \( \hat{V}_I(t) = U_0^\dagger(t,t_0)\hat{V}(t)U_0(t,t_0) \), with \( U_0(t,t_0) = \exp(-i\hat{H}_0(t-t_0)) \). \( |\Psi_I(t)| = |\Psi(t)| = |i| \) is
the initial state at time \( t_0 \), in our case the ground state of the helium atom. The transition amplitude to a final state \( |f⟩ \) is given by \( t_{i→f} = ⟨f|Ψ_f(t_f)⟩ \), where \( t_f \) is a time after the perturbation has been turned off.

As we are interested in two-photon double ionization, we drop the zero-order and first-order terms in (8.1a). In addition, we choose \( t_0 = 0 \), insert a complete set of eigenstates of \( \hat{H}_0 \) (which has discrete and continuous parts) between the interaction operators, and assume that the final state is an eigenstate of \( \hat{H}_0 \) with energy \( E_f \). The expression for the second-order transition amplitude after the end of the laser pulse is then

\[
t^{(2)}_{i→f} = - \sum_n f_n \int_0^{t_f} \int_0^{t_f} dt_1 dt_2 \langle f|e^{i\hat{H}_0 t_1} \hat{V}(t_1)e^{-i\hat{H}_0 t_1}|n⟩⟨n|e^{i\hat{H}_0 t_2} \hat{V}(t_2)e^{-i\hat{H}_0 t_2}|i⟩ \tag{8.2}
\]

\[
t^{(2)}_{i→f} = - \sum_n f_n \int_0^{t_f} \int_0^{t_f} dt_1 dt_2 e^{iE_{fn} t_1} e^{iE_{ni} t_2} ⟨f|\hat{V}(t_1)|n⟩⟨n|\hat{V}(t_2)|i⟩ , \tag{8.3}
\]

with \( E_{fn} = E_f - E_n \) and \( E_{ni} = E_n - E_i \). We insert the specific form of our interaction operator in velocity gauge, \( \hat{V}(t) = (\hat{p}_{z,1} + \hat{p}_{z,2})A(t) = \hat{μ}A(t) \), where we define \( \hat{μ} \) as the total dipole operator. Each term in the sum over intermediate states then factorizes into a product of a function that just depends on the energies of the involved states and the temporal shape of the interaction potential, and a matrix element describing the transition via two dipole operators,

\[
t^{(2)}_{i→f} = - \sum_n f_n ⟨n|\hat{μ}|n⟩G(E_{fn}, E_{ni}, A(t)) \tag{8.4a}
\]

\[
G(E_{fn}, E_{ni}, A(t)) = \int_0^{t_f} dt_1 \int_0^{t_f} dt_2 e^{iE_{fn} t_1} e^{iE_{ni} t_2} A(t_1)A(t_2) . \tag{8.4b}
\]

We first analyze the shape function \( G \) in more detail. This function contains that part of the information about the probability amplitudes of the transition that stems just from the temporal shape of the driving pulse, but does not contain any system-specific information. To represent an ultrashort laser pulse, we choose a specific shape for the time dependence of the laser vector potential, a sine-squared pulse of total duration \( T \) at mean frequency \( ω \) and with peak vector potential \( A_0 \) (other choices, such as a Gaussian envelope, lead to essentially the same results),

\[
A(t) = A_0 \cos(ωt) \begin{cases} \sin(πt/T)^2 & 0 < t < T \\ 0 & \text{otherwise} \end{cases} . \tag{8.5}
\]

Inserting \( A(t) \) into \( G \), setting \( t_f = T \), using \( \cos(ωt) = \frac{1}{2}(\exp(iωt) + \exp(-iωt)) \) and keeping only the exponential corresponding to absorption of a photon (rotating
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\( G_{\sin^2}(E_{fn\omega}, E_{ni\omega}, T = 2 \text{ fs}) \)

\( |G_{\sin^2}(E_{fn\omega}, E_{ni\omega}, T)|/|T| \)

Figure 8.1: Pulse-dependent shape function \( |G_{\sin^2}(E_{fn\omega}, E_{ni\omega}, T)| \) in two-photon transitions. The color scale in (a) is logarithmic. The values on the diagonal \( E_{fn\omega} = -E_{ni\omega} \), shown in (b), have been rescaled with \( 1/|T| \) to allow direct comparison between different pulse durations. The shapes differ only around the peak \( E_{fn\omega} = 0 \), while the tails converge to \( 1/|E_{fn\omega}| \).

\[
G_{\sin^2}(E_{fn\omega}, E_{ni\omega}, A_0, T) = \frac{A_0^2}{4} \int_0^T dt_1 \int_0^{t_2} dt_2 e^{iE_{fn\omega}t_1} e^{iE_{ni\omega}t_2} \sin \left( \frac{\pi t_1}{T} \right)^2 \sin \left( \frac{\pi t_2}{T} \right)^2,
\]

(8.6)

where \( E_{fn\omega} = E_{fn} - \omega \) and \( E_{ni\omega} = E_{ni} - \omega \) quantify the deviation from energy conservation in each step. This is a definite integral that can be evaluated explicitly. However, the final result is unwieldy and does not directly provide much insight, so it is not reproduced here.

Fig. 8.1 shows \( |G_{\sin^2}(E_{fn\omega}, E_{ni\omega}, A_0, T)| \) for a laser pulse of total duration \( T = 2 \text{ fs} \) with \( A_0 = 1 \). In the limit of long pulses, energy conservation for the whole two-photon process implies that \( E_f - E_i = 2\omega \), i.e. \( E_{fn\omega} = -E_{ni\omega} \). This is clearly seen in Fig. 8.1a – there is only significant probability for a transition around the diagonal \( E_{fn\omega} = -E_{ni\omega} \). If energy conservation is fulfilled separately in each step, i.e. if \( E_{fn\omega} = E_{ni\omega} = 0 \), the shape function shows a pronounced peak. In this case, both transitions are resonant, and there can be an “infinite” time delay between the two photon absorptions. This peak thus corresponds to the sequential process, where the absorption proceeds in two separate steps. The width of this main peak at \( E_{fn\omega} = E_{ni\omega} = 0 \) is determined by the uncertainty in the photon energy, i.e. the spectral bandwidth of the laser pulse. Specifically, for the \( \sin^2 \) pulse the FWHM
of $|g_{\text{sin}}|^2$ along the diagonal $E_{f\nu\omega} = -E_{n\nu\omega}$ is given by 11.17/$T$ (for width and $T$ in atomic units, corresponding to $\approx 7.35\text{eV}$ for $T = 1\text{fs}$). This is almost identical to the FWHM of the spectral distribution, which is given by 9.05/$T$ (again in atomic units, or $\approx 5.96\text{eV}$ for $T = 1\text{fs}$).

The spectral bandwidth (and thus, the duration) of the pulse thus determine the width of the main peak, where both steps satisfy energy conservation separately. However, if the intermediate state is only populated transiently, the quantum-mechanical time-energy uncertainty allows for violation of energy conservation. The intermediate state thus does not have to be on-shell. Stated differently, the system can “borrow” energy from the field if it “returns” it quickly enough. The larger the deviation from energy conservation, the shorter the time that the intermediate state can be occupied. This is not related to the uncertainty in the photon energy. Accordingly, even in long pulses, the shape function is non-zero for large absolute values of $E_{n\nu\omega}$ and $E_{f\nu\omega}$, as long as the final state is on-shell (i.e. $E_{n\nu\omega} = -E_{f\nu\omega}$).

For large values of $|E_{f\nu\omega}|$, the value of the shape function approaches the infinite-pulse limit even for short pulses, with an agreement of better than 3% for $|E_{n\nu\omega}| > 30.4/T$ (in atomic units). Conversely, for a given value of $|E_{n\nu\omega}|$, the total pulse duration $T$ has to be larger than $30.4/|E_{n\nu\omega}|$ to observe linear scaling with the pulse duration to within 3%. This again demonstrates that the intermediate states are only transiently populated for large $|E_{n\nu\omega}|$ – even a short pulse is then much longer than the population time of the state, such that the long-pulse limit is reached earlier.

In the limit of infinite pulse duration, the rate of the process, i.e. the modulus squared of the shape function divided by the pulse duration, reduces to

$$\lim_{T \to \infty} \frac{|G(E_{f\nu\omega}, E_{n\nu\omega}, A(t))|^2}{T} \propto \lim_{\eta \to 0} A_0^4 \frac{\delta(E_{f\nu\omega} + E_{n\nu\omega})}{|E_{n\nu\omega} + i\eta|^2}.$$  \hspace{1cm} (8.7)

The (omitted) prefactors depend on the pulse shape used. The total transition is then described by the well-known expression for Fermi’s golden rule in second-order perturbation theory. Fig. 8.1b shows the diagonal of $|g_{\text{sin}}|^2$ along the line $E_{n\nu\omega} = -E_{f\nu\omega}$, along with the limiting value of $1/|E_{n\nu\omega}|$. Even for a relatively short pulse of total duration 2 fs, the time-dependent expression reaches the time-independent limit about 0.3 a.u. away from the main peak.

In addition to the shape function, which does not contain any system-specific information, there is a second ingredient necessary to calculate the transition amplitudes $t_{i \to f}$. These are the matrix elements $\langle f | \hat{\mu} | n \rangle \langle n | \hat{\mu} | i \rangle$ in (8.4a). The system under consideration determines both the available spectrum of initial, intermediate and final states as well as the numerical values for the matrix elements.

If the system of interest were a few-level system with a purely discrete spectrum, the shape function would only have to be evaluated for a few specific values of $E_{f\nu\omega}, E_{n\nu\omega}$. In the case of double ionization of helium, however, there is a continuum...
of states for both the intermediate as well as the final states. The initial state is the ground state, denoted by \(|1s^2\rangle\), while the final state is \(|\Psi_{k_1,k_2}\rangle\), where \(k_1\) and \(k_2\) are the final asymptotic momenta of the two electrons. The intermediate states are, in principle, all eigenstates of the field free Hamiltonian (2.9). The dipole selection rules from the ground state reduce these to only states with symmetry \(^1P_0\). Even with this restriction, the sum contains excited states, singly ionized states (possibly with excitation of the remaining ion), and doubly ionized states. However, it is possible to determine the most important contributions to the total transition amplitude based on qualitative arguments. These arguments depend on the final state of interest, and therefore also on the regime. The importance of the contribution of a given intermediate state to some final state depends on both the shape factor \(G\) for that intermediate state as well as the matrix elements associated with it.

We first analyze the sequential regime, where the photon energy \(\omega\) is larger than the second ionization potential \(I_2 = 54.4\text{ eV}\). We also assume that the photon energy is below the energy needed to produce shake-up ionization, i.e. ionization with associated excitation of the remaining ion. In that case, there is only one intermediate state that is on-shell \((E_{\text{on-shell}} = 0)\). This state is the singly ionized state \(|\epsilon_1p1s\rangle\), with \(\epsilon_1 = \omega - I_1\). The matrix element of the first transition, \(\langle \epsilon_1p1s|\hat{\mu}|1s^2\rangle\), is proportional to the square root of the well-known single-ionization cross section of He. From this intermediate state, there is a continuum of final states that can be reached while fulfilling energy conservation. These are states of the form \(|E_1l_1E_2l_2\rangle\), with total symmetry \(^1S_e\) or \(^1D_e\) and where \(E_1\) and \(E_2\) are the asymptotic energies of the two electrons, with the energy conservation condition \(E_1+E_2 = E_0+2\omega\). While all of these states are energetically allowed, the matrix elements for the second transition, \(\langle E_1l_1E_2l_2|\hat{\mu}|\epsilon_1p1s\rangle\), strongly differ. Unfortunately, because of the correlation in both the intermediate and final states, there are no explicit expressions for these transition matrix elements, and even numerical approximations are very difficult to calculate. However, the value of the transition elements is strongly peaked around \(E_1 = \epsilon_1\). This can be understood because in the part of configuration space where the electrons are far apart from each other, the fully correlated eigenstates are reasonably well approximated by the product of solutions of the single-particle Hamiltonian without electron-electron interaction. If the eigenfunctions in this element are approximated by the uncorrelated product of the single-particle functions, the absolute value of the matrix element is just the product of a delta function and the single-ionization cross section of He\(^+\), i.e. \(\langle E_1l_1E_2l_2|\hat{\mu}|\epsilon_1p1s\rangle \approx \delta_{l_1,p}\delta(E_1-\epsilon_1)\delta_{l_2,p}(E_2|p_{ls}|1s)\). This approximation is employed in \([75, 80, 83, 88]\), where it is shown to give relatively good agreement for the singly differential cross section \(d\sigma/dE\). It can not, however, explain the angular and angle-energy correlations that are observed in the full calculation.

The above approximation, which only includes a single intermediate state for any given final state, neglects the coherent superposition of intermediate states that are
all coupled to the same final state. As we have established before, transitions where energy conservation for the intermediate state is not fulfilled are exactly those transitions for which the intermediate state is only populated transiently. This means that in (8.1d), $t_1$ is only slightly larger than $t_2$. Consequently, the second transition only probes the part of the intermediate wave packet where the first electron is still close to the core. This also implies that the two electrons are close to each other and have not yet reached their asymptotic energies. The transition via an off-shell intermediate state therefore probes exactly the part of the wave function where the electronic interaction is strong, i.e. where there is strong correlation. Therefore, the final states reached in the transition through an off-shell intermediate state should display clear signs of correlation.

We adopt the following convention for the nomenclature (i.e. when to call a transition “nonsequential” or “sequential”): (i) If the population in the final states of interest is linearly proportional to the duration of the pulse (equivalently, if the rate of the transition converges to a stable value as $T \to \infty$), we call this a nonsequential process. (ii) If the population in the final states is proportional to the square of the pulse duration, we call it a sequential process. These definitions agree with the intuitive meaning of “nonsequential” and “sequential” – nonsequential processes only occur if the two photon absorptions are confined to within a short time of each other, while in a sequential process, there can be an arbitrary delay between the photon absorptions. The definitions also agree with the usual nomenclature of the sequential vs. the nonsequential regime. Nonsequential processes are also often called “direct” transitions. In particular, this is the more common notion when only discrete states are involved – a direct transition is then one where the single intermediate state is off-resonant. In the case of TPDI of helium, there is a continuum of intermediate and final states, some of which are resonant and some of which are not, but all of which contribute to the total ionization. Note that the scaling behavior with $T$ and $T^2$ implicitly assumes that the laser intensity, determined by $A_0$, is small enough such that depletion can be neglected.

After this discussion of the general properties of two-photon transitions, we now turn to specific examples of TPDI in helium. In chapter 9, we discuss the convergence properties of our method, with a particular focus on the validity of the projection onto products of Coulomb waves for extracting the final double ionization momentum distribution. After having established the convergence of our method, we discuss the nonsequential regime in chapter 10, where total cross sections have been calculated by a number of authors. The well-defined cross section and the plethora of available results affords the opportunity to discuss the advantages and disadvantages of our approach. Parts of this work were published in [40].

In chapter 11, we then discuss the long-time limit of TPDI as the photon energy is scanned from the nonsequential to the sequential regime and across the threshold for shake-up (excitation) ionization. Here, we focus on different measures to observe and quantify correlations, with a focus on angular correlation. In chapter 12, we
investigate the dependence on pulse duration in the sequential regime. We discuss both the limit of ultrashort pulse durations as well as the behavior in longer pulses up to a few femtoseconds duration. In particular, we show an interference effect between nonsequential and sequential contributions from the channel without and with shake-up of the remaining ion. Some of the results presented in these two chapters were published in [41, 42].
9 Convergence issues

In this section, we investigate the convergence behavior of our approach, utilizing the test case of TPDI. Particular focus will be put on the convergence of the cross sections in nonsequential TPDI. To this end, we test the validity of the projection onto uncorrelated products of Coulomb waves as the final states and show that this is, indeed, a good approximation if one waits long enough after the end of the pulse, such that the electrons have reached the asymptotic region where interactions become negligible. In addition, we have performed detailed convergence tests as a function of gauge, spatial grid structure, and partial wave decomposition. Furthermore, we investigate the role of the pulse duration and pulse shape for extracting cross sections.

For the two-photon double ionization cross section in the photon energy range 40 eV to 50 eV, we reach an accuracy below the 2% level. In addition to total cross sections and total DI yields, we present differential quantities such as singly differential and triply differential cross sections (TDCS), where just one electron energy or one electron energy and the emission angles of both electrons are specified. We first focus on angle-integrated quantities, which are relatively insensitive to the size of the partial wave expansion, but clearly show the influence of the pulse shape and duration, as well as some dependence on the time of projection. We then investigate the convergence behavior of angular-resolved quantities. Here we focus on the joint angular distribution and the TDCS, which reveal the angular correlation between the electrons. We show that the convergence of the TDCS is very sensitive to the total number of partial waves that are included in the simulation. Once the TDCS is converged, all integrated quantities, such as one-electron angular distributions, which are just integrals over the TDCS, should be converged as well.

9.1 Dependence on pulse parameters

As described in section 6.2, we obtain the electron momentum distribution after TPDI by projecting the wave function \(|\Psi(t_f)\rangle\) onto a product of uncorrelated Coulomb waves, where \(t_f\) is some time after the end of the laser pulse. We only take into account those two-electron partial waves that can be reached by two-photon processes from the ground state, i.e. partial waves with \(L = 0\) or \(L = 2\). We thus obtain the TPDI momentum probability distribution \(P^{DI}(E_1, E_2, \Omega_1, \Omega_2)\), cf. (6.19).
In the notation we use, all arguments of $P^{DI}$ that are not given are assumed to be integrated over, such that, e.g., $P^{DI}(E_1)$ is the one-electron energy spectrum, where $E_2$, $\Omega_1$, and $\Omega_2$ have been integrated over. Integrating $P^{DI}(E_1, E_2, \Omega_1, \Omega_2)$ over all variables gives the total double ionization yield $P^{DI}$. The dependence on the primary photon energy is only implicit through the electromagnetic pulse entering the propagation. Within a time-dependent calculation, the resulting double ionization probability depends on the spectral distribution, i.e., the shape and duration of the laser pulse. If one is interested in effects in (ultra)short pulses, this can be used as a control knob to probe the dynamics of the system. However, the generalized DI cross section (DICS) at a fixed frequency of the ionizing radiation is independent of pulse parameters. If this is the quantity of interest, special care is required in the extraction.

For one-photon ionization, a straightforward relationship exists between the energy-dependent ionization yield and the cross section. From a single pulse calculation, one can thus obtain the cross section for all energies contained within the pulse [62, 84]. This can be easily seen by inserting the explicit shape of the laser pulse into the first-order perturbation theory expression (8.1c). The transition probability to a final state $|f\rangle$ is then given by

$$P^{(1)}_{i\rightarrow f} = |\langle f|\hat{\mu}|i\rangle|^2 |\mathcal{F}(E_f - E_i)|^2,$$

(9.1)

where $\hat{\mu}$ is the dipole transition operator, $E_f$ ($E_i$) is the energy of the final (initial) state, and $\mathcal{F}(\omega)$ is the Fourier transform of the temporal shape of the laser pulse. In velocity gauge, the transition operator $\hat{\mu}$ is the momentum operator and the laser pulse is described by the vector potential, while in length gauge the transition operator is the position operator and the laser pulse is described by the electric field. This separation into a direct product of the laser pulse shape and the dipole matrix elements is not possible without additional approximations (such as used in [84]) for two-photon or multi-photon ionization, since the relation between the energy-dependent cross section and the total yield in a finite laser pulse contains an integral over intermediate states. For the evaluation of this integral, the intermediate states and energies would have to be explicitly available. In the current approach, this is not easily possible without losing the key advantage of the time-dependent method of not having to construct intermediate or final states explicitly.

The alternative is to use a sufficiently long pulse with narrow spectral width. It is then necessary to check that the limiting value of the quantity of interest for $T \rightarrow \infty$ has been reached for the pulse duration $T$ employed. For example, one can calculate the cross section from the total yield with the approximation that it is constant over the width of the pulse. For this approximation to be valid, the spectral width of the pulse must be smaller than the energy width over which the cross section significantly changes.

Another requirement when calculating cross sections is that the pulse has to be weak enough such that lowest-order perturbation theory is applicable and ground
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Figure 9.1: Energy distribution after two-photon double ionization from three different laser pulses with a mean energy of $\langle \omega \rangle = 42$ eV. All three pulses have a $\sin^2$ envelope for the vector potential, with total durations (a) 1 fs ($\sim 10$ cycles), (b) 4 fs ($\sim 40$ cycles), (c) 9 fs ($\sim 90$ cycles). The distributions are centered around the line $E_1 + E_2 = 2\langle \omega \rangle - I_1 - I_2 \approx 5$ eV. The width of the distribution directly shows the energy uncertainty due to Fourier broadening.

Figure 9.2: Total energy distribution $P^{DI}(E_{\text{tot}})$ and Fourier spectra 1 fs, 4 fs and 9 fs $\sin^2$ laser pulses. $P^{DI}(E_{\text{tot}})$ is the integral over lines with $E_{\text{tot}} = E_1 + E_2$ from Fig. 9.1. The left and lower axes describe $P^{DI}(E_{\text{tot}})$, the right and upper axes describe $|\mathcal{F}(\omega)|^2$, the Fourier transform of $A(t)$. For the 4 fs and 9 fs pulses, the double ionization probability directly reflects the Fourier spectrum. For the shorter pulse the electron energy distribution is strongly influenced by the energy dependence of the cross section (cf. Fig. 10.3).
state depletion can be neglected. Choosing a peak intensity of \( I_0 = 10^{12} \text{W/cm}^2 \) ensures this even for “long” pulses up to durations of some tens of femtoseconds. In the nonsequential regime, variation between \( 10^{11} \text{W/cm}^2 \) and \( 10^{13} \text{W/cm}^2 \) results in deviations for the total cross section at 42 eV of less than 0.3%. For an intensity of \( 10^{13} \text{W/cm}^2 \), the two-photon yield is a factor of \( 10^4 \) higher than at \( 10^{11} \text{W/cm}^2 \).

A second test for the applicability of perturbation theory is the linear (quadratic) scaling of the total yield with the pulse duration \( T \) in the nonsequential (sequential) regime. In the nonsequential regime, this means that the transition rate must be proportional to \( \Phi(t)^N \), where \( \Phi(t) = I(t)/\omega \) is the photon flux and \( N \) is the minimum number of photons required for the process to take place. The double ionization yield is then given by

\[
P_{\text{nonseq}}^{\text{DI}} = \int_{-\infty}^{\infty} dt \sigma_N \Phi(t)^N,
\]

where \( \sigma_N \) is the total generalized \( N \)-photon cross section for double ionization of He. Accordingly, the cross section is given by

\[
\sigma_N = \left( \frac{\omega}{I_0} \right)^N \frac{1}{T_{\text{eff},N}} \int \cdots \int dE_1 dE_2 d\Omega_1 d\Omega_2 P_{\text{DI}}^{\text{DI}}(E_1, E_2, \Omega_1, \Omega_2),
\]

where the effective time \( T_{\text{eff},N} \) for an \( N \)-photon process is defined as

\[
T_{\text{eff},N} = \int_{-\infty}^{\infty} dt \left( \frac{I(t)}{I_0} \right)^N.
\]

For a \( \sin^2 \) pulse envelope and a two-photon process, \( T_{\text{eff},2} \) is found to be \( 35T/128 \) [54, 62, 68]. Eq. 9.3 is valid for direct, i.e. nonsequential, double ionization when no on-shell intermediate state is involved. On the other hand, the (two-photon) sequential ionization yield can be written as

\[
P_{\text{seq}}^{\text{DI}} = \int_{-\infty}^{\infty} dt \sigma_1 \Phi(t) \int_{t}^{\infty} dt' \sigma_2 \Phi(t'),
\]

where \( \sigma_1 \) is the one-photon cross section for single ionization of He, and \( \sigma_2 \) is the one-photon cross section for ionization of the He$^+$ ion. Using the symmetry of the integrand yields

\[
P_{\text{seq}}^{\text{DI}} = \sigma_1 \sigma_2 \frac{1}{2} \left( \int_{-\infty}^{\infty} dt \Phi(t) \right)^2 = \frac{\sigma_1 \sigma_2 I_0^2}{2\omega^2} (T_{\text{eff},1})^2,
\]

which is proportional to the square of the total pulse duration \( T \). Proceeding along the same lines as for Eq. 9.3 by dividing the yield \( P_{\text{seq}}^{\text{DI}} \) by the pulse duration
results in an apparent “cross section” that increases linearly with the pulse length, contradicting the notion of a pulse shape and duration independent quantity. It is, however, possible to extract the product of the two cross sections $\sigma_1$ and $\sigma_2$ by dividing the total yield by the square of the pulse duration.

We first investigate the joint energy distribution $P^{DII}(E_1, E_2)$ (Fig. 9.1) and the distribution in total energy $P^{DII}(E_{tot})$ (Fig. 9.2, i.e. the integral along lines of constant total energy $E_1 + E_2$ in Fig. 9.1) for three different pulses with a $\sin^2$ envelope, with total durations $T = 1\,\text{fs}$, $T = 4\,\text{fs}$, and $T = 9\,\text{fs}$, containing about 10, 40, and 90 optical cycles, respectively. We here choose a mean photon energy in the nonsequential regime, $\langle \omega \rangle = 42\,\text{eV}$. This means that there is no peak from the sequential process in the energy distribution, and the electrons have to exchange energy for the double ionization process to occur. Consequently, both photons have to be absorbed within a short time of each other and the pulses should not have to be extremely long to achieve convergence. Still, the pulse with $T = 1\,\text{fs}$ (frequently employed, see refs. [54, 58, 62, 68, 82, 175]) results in averaging over a broad range of energies and can thus only give reasonable results where the cross section changes slowly. The 4fs pulse is sufficient to resolve the cross section a few eV above the threshold for TPDI, but will fail close to the sequential threshold at $\hbar \omega = 54.4\,\text{eV}$, where contamination from sequential contributions will occur. Using $T = 9\,\text{fs}$ or even longer pulses allows to approach the sequential threshold more closely.

Contrary to the total cross section, it is possible to define a meaningful singly differential cross section $d\sigma/dE_1$ even in the sequential regime. This cross section is proportional to the single-electron energy spectrum $P^{DII}(E_1)$ and diverges at the peaks of the sequential process, but is well-defined away from the peaks, where the ionization probability scales linearly with the pulse duration (cf. section 8.2).

### 9.2 Differential distributions and cross sections

The singly differential cross section (SDCS) for emitting an electron with energy $E_1$ follows from Eq. 9.3 as

$$
\frac{d\sigma_N}{dE_1} \bigg|_{\frac{1}{I_0}} = \left( \frac{\omega}{I_0} \right)^N \frac{1}{T_{\text{eff},N}} \iiint dE_2 d\Omega_1 d\Omega_2 P^{DII}(E_1, E_2, \Omega_1, \Omega_2) = \left( \frac{\omega}{I_0} \right)^N \frac{1}{T_{\text{eff},N}} P^{DII}(E_1).
$$

(9.7)

Likewise, the triply differential cross section (TDCS) for emitting one electron with energy $E_1$ into the solid angle $\Omega_1$, while the second one is emitted into $\Omega_2$, is given by

$$
\frac{d\sigma_N}{dE_1 d\Omega_1 d\Omega_2} = \left( \frac{\omega}{I_0} \right)^N \frac{1}{T_{\text{eff},N}} \int dE_2 P^{DII}(E_1, E_2, \Omega_1, \Omega_2).
$$

(9.8)

In the limit of an infinitely long laser pulse with well-defined energy (i.e. a delta-like spectrum), the fully differential distribution $P^{DII}(E_1, E_2, \Omega_1, \Omega_2)$ reduces to
Figure 9.3: Singly differential cross section \( \frac{d\sigma_2}{dE_1} \) for 1 fs, 4 fs and 9 fs \( \sin^2 \) laser pulses at \( \hbar \omega = 42 \text{ eV} \) and \( \hbar \omega = 70 \text{ eV} \). (a) is in the nonsequential regime, where the distribution is flat, and corresponds to integration of Fig. 9.1 along \( E_2 \). Apart from the shortest pulse, the distribution at low energies is relatively insensitive to the spectral bandwidth of the laser field. The sharpness of the cutoff at high energies, on the other hand, is directly determined by Fourier broadening. (b) is at an energy above the sequential threshold, where the peaks of the sequential process are clearly visible (note the logarithmic scale). Away from the peaks, the singly differential cross section also converges, even though the total cross section does not. The structure around the peaks associated with the shake-up process (at \( E_1 \approx 5 \text{ eV} \) and \( E_1 \approx 55 \text{ eV} \)) is discussed in more detail in section 12.2.

Note that \( P_{DI}(E_1) \) is not symmetric around the point of equal energy sharing in pulses with finite duration. It is therefore sometimes advantageous to transform the

(a) 42 eV

(b) 70 eV

a delta-function in total energy (i.e. \( \delta(N\hbar \omega - E_1 - E_2) \)) times \( P_{DI}(E_1, \Omega_1, \Omega_2) \), which is the quantity that is calculated in time-independent approaches. Unlike the joint two-electron energy distribution, which directly shows the Fourier width, the SDCS and TDCS as calculated by (9.7) and (9.8) are, within reasonable limits, more insensitive to the pulse shape used in the time-dependent approach since the Fourier width of the pulse is accounted for by the integration over the energy of the second electron.

Fig. 9.3 shows the SDCS for 42 eV and 70 eV pulses and for different pulse durations. For the shortest pulses, the Fourier broadening strongly distorts the results. For the 42 eV pulse, the cross section is already converged at low energies for the two longer pulses, while the cutoff at \( E_1 = 2\hbar \omega - E_0 \) directly shows the spectral broadening. For the 70 eV pulse, the cross section is converged away from the sequential peaks, but shows interesting effects close to the peaks associated with shake-up ionization. This is discussed in more detail in section 12.2.
coordinates \((E_1, E_2)\) to new coordinates that directly reflect the exchange symmetry between the electrons. One possibility is to use \((E_{\text{tot}}, \Delta E)\), where \(E_{\text{tot}} = E_1 + E_2\) is the total energy, and \(\Delta E = E_1 - E_2\) is the energy difference between the two electrons. The distribution integrated over total energy then explicitly shows the exchange symmetry, as exchange of the two electrons \((1 \leftrightarrow 2)\) corresponds to \(\Delta E \rightarrow -\Delta E\). Another commonly used possibility is to specify energy sharing \(\tan(\alpha) = E_1 \uparrow E_2\). The exchange \(1 \leftrightarrow 2\) of the two electrons then corresponds to \(\alpha \rightarrow \pi/2 - \alpha\). Finally, it is also possible to fix momentum sharing, \(\tan(\alpha') = k_1 \uparrow k_2\). The frequently investigated case of equal energy sharing corresponds to \(\alpha' = \alpha = \pi/2\), \(\Delta E = 0\). For the calculation of the SDCS and TDCS, the total energy \(E_{\text{tot}}\) is then integrated over.

In the limit of vanishing pulse width, all the possibilities to define the differential cross sections (i.e. differential in \(E_1, \Delta E, \alpha\), or \(\alpha'\)) are equivalent, and changing the variables can be performed by a simple transformation (in essence, multiplying with the Jacobian of the transformation). In finite pulses with nonvanishing spectral width, this is, however, not possible, because the integration over \(E_{\text{tot}}\) proceeds along different lines in the space \((E_1, E_2)\) (cf. Fig. 9.1), depending on whether \(E_1, \Delta E, \alpha\), or \(\alpha'\) is held fixed. Only in the limit \(T \rightarrow \infty\), where the width of the distribution in \(E_{\text{tot}}\) tends to zero, do these different variants coincide. In the following, we mostly concentrate on the definition where the energy \(E_1\) of one electron is held fixed, as this corresponds most closely to the measurement obtained in an electron spectrometer in experiment.

For comparing the distributions obtained from different photon energies to each other, it is more convenient to choose the distribution \(P^{D1}(\Delta E)\), as the positions of the sequential peaks in this distribution are independent of the laser pulse energy. The main sequential peaks, associated with leaving the He\(^+\) ion in its ground state, are located at \(E_1 = \hbar \omega - I_1\) and \(E_2 = \hbar \omega - I_2\), such that \(\Delta E = E_1 - E_2 = I_2 - I_1 \approx 29.8\) eV. This affords the opportunity to directly compare the energy distributions obtained from different photon energies (cf. chapter 11).

### 9.3 Influence of final-state correlations

Since the extraction of double ionization observables eventually proceeds by projection onto uncorrelated Coulomb final states, controlling and monitoring the effect of residual electron-electron correlations becomes important. The key point is that electronic correlations are fully included in the initial state and in the time propagation and therefore in the wave packet at the point of projection. The only approximation is that we identify the probability amplitude in the uncorrelated final state \(\sum \Psi_{k_1,k_2}\) with the probability amplitude in the fully correlated state \(\sum |\Psi_{k_1,k_2}\rangle\). If the electrons are far apart and thus do not interact strongly, this is a good approximation, just as plane waves can be used to extract the momentum distribution of a single-electron wave packet in a Coulomb potential if the wave packet is localized.
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Figure 9.4: Convergence of the total cross section with propagation time \( \tau \). The cross section is calculated at different times \( \tau \) after the 4 fs \( \sin^2 \) pulse from Fig. 9.1, with intensity \( 10^{12} \text{W/cm}^2 \) (angular momentum expansion with \( L_{\text{max}} = 3 \) and \( l_{<,\text{max}} = l_{>,\text{max}} = 7 \)). Plot (a) shows that while there is some noticeable change for short times, the results are stable at later times and seem to converge to a limiting value. This is confirmed in the inset (b), which shows the same data vs. \( 1/\tau \). Extrapolation to \( 1/\tau \to 0 \) using a quadratic fit shows a limiting value of \( 0.4595 \cdot 10^{-52} \text{cm}^4\text{s} \), only slightly higher than the result obtained at \( \tau = 21 \text{fs} \). Plot (c) shows the temporal evolution of the ratio of the expectation values of the electron-electron interaction energy \( \langle \hat{H}_{12} \rangle = \langle \hat{F}_1 - \hat{F}_2 \rangle^{-1} \) and the total energy \( \langle \hat{H} \rangle \).

Far away from the nucleus, we monitor the residual error by further propagating the wave function for a time \( \tau \) after the conclusion of the laser pulse (i.e. letting the electrons move further apart) and varying the time of projection. If the final state were an eigenstate of the full Hamiltonian, the results would be time-independent. The residual dependence on the time of projection is thus a direct measure of the error introduced by the neglect of final-state correlation during projection. As that time is extended, this error should become negligible. The maximum time one can wait is limited in practice by the box size, as the ionized wave packet will eventually hit the box boundaries and be reflected. To test for convergence we performed one calculation with a box size of 800 a.u., using the same 4 fs \( \sin^2 \) laser pulse at 42 eV as in Fig. 9.1b, and let the wave function propagate for an additional 21 fs after the end of the pulse. The doubly ionized part is still completely contained in the box after this time.

Fig. 9.4 displays the convergence of the total cross section at 42 eV as a function of the field-free propagation time \( \tau \). Delaying the projection from \( \tau = 1 \text{fs} \) to \( \tau = 21 \text{fs} \) changes the total cross section by less than 2%. Extrapolating to infinite time (and therefore to an infinite separation of the two electrons, Fig. 9.4b) changes the cross section by less than 0.2% from the value at \( \tau = 21 \text{fs} \). This gives an estimate of the error due to projection of that order of magnitude. Furthermore, the electron-electron interaction energy is responsible for less than 1% of the total energy of the
Figure 9.5: Convergence of the singly differential cross section with propagation time $\tau$. The cross section is calculated at different times $\tau$ after a 4 fs $\sin^2$ pulse with (a) $\hbar \omega = 42$ eV or (b) $\hbar \omega = 70$ eV, with intensity $10^{12}$ W/cm$^2$ (angular momentum expansion with $L_{\text{max}} = 3$ and $l_{>,\text{max}} = l_{>,\text{max}} = 7$). While the electrons at low photon energy (a) are slow and therefore need a relatively long time to reach the asymptotic limit, the distribution at $\hbar \omega = 70$ eV (b), where the electrons are faster, is almost fully converged directly after the pulse.

The singly differential cross sections (Fig. 9.5) show the same qualitative convergence behavior with projection time as the total cross section. In the nonsequential regime, at photon energies close above the TPDI threshold (Fig. 9.5a), the electrons are slow and need long times to reach the asymptotic regime. As the energy stored in the electronic interaction is converted into kinetic energy for the two electrons as time progresses, the singly differential cross section extends to slightly higher energies for later times. This is only a small effect, though, and the SDCS at $\tau = 9$ fs looks almost identical to the one at $\tau = 21$ fs.

At higher photon energies (Fig. 9.5b), there are two effects that decrease the importance of the electronic interaction for the final state: In the first place, the kinetic energy of the electrons is larger, such that the relative importance of the interaction energy is lower, and secondly, the electrons move faster and consequently reach the asymptotic regime earlier. Therefore, the SDCS at $\hbar \omega = 70$ eV has already almost converged even when projecting directly after the end of the laser pulse. It converges fully within a few femtoseconds.

The triply differential cross sections (Fig. 9.6) show an even faster convergence behavior with projection time than the singly differential cross sections. We have chosen equal energy sharing, for which the singly differential cross section also quickly converges. The insensitivity to the time of projection can be understood...
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Figure 9.6: Convergence of the triply differential cross section \(\frac{d^3\sigma}{dE_1d\Omega_1d\Omega_2}\) with propagation time \(\tau\). The vertical gray line shows the ejection angle \(\theta_1\) of the first electron. The cross section is calculated at different times \(\tau\) after a 4 fs \(\sin^2\) pulse with mean photon energy \(\hbar\omega = 42\) eV and intensity \(10^{12}\) W/cm\(^2\). \(E_1\) is chosen as 2.5 eV, i.e. at equal energy sharing. The azimuthal angles are chosen in coplanar geometry, \(\varphi_1 = \varphi_2 = 0\)°. The angular momentum expansion includes values up to \(L_{\text{max}} = 4\) and \(l_{\perp,\text{max}} = l_{\parallel,\text{max}} = 9\). The cross section quickly converges with \(\tau\).

by the fact that the electrons predominantly move in opposite directions. In that case, they may exchange energy as they propagate outwards, but cease to change direction.

The investigations above show that projecting onto products of Coulomb waves is not a serious limitation for most applications. In other words, when the electrons have had time to move apart, their interaction can be neglected when extracting the final momenta. This can be ensured by propagating the wave function after the end of the laser pulse until the electrons are a few hundred atomic units away from the core and each other. The error quickly decreases for higher photon energies as the electron energies are also higher. This approach is problematic, however, when the wave packet contains a wide range of electron energies. The propagation
time necessary to achieve convergence for the slowest electrons then necessitates the use of a very large radial box to contain the fastest electrons until the time of projection.

Due to the fact that the coordinate space representation of the fully correlated wave packet is available at the time of projection, an alternative, semi-quantitative check and error estimate for double ionization exists. By inspecting the joint radial distribution \( P^{DI}(r_1, r_2) = \int d\Omega_1 d\Omega_2 |\Psi(r_1, r_2, \Omega_1, \Omega_2)|^2 \) at different times (Fig. 9.7), final states representing double ionization can be separated from those representing single ionization. While the singly ionized part of the wave function moves parallel to the \( r_i \) axes, the doubly ionized parts of the wave function have positive radial momentum for both electrons so that they move away from both axes. With increasing time, the spatial overlap between singly and doubly ionized states decreases, and the two contributions can be identified visually. An estimate for an upper bound for the total double ionization cross section can thus be found by just integrating the radial density over the area that the doubly ionized wave packet occupies (which visual inspection reveals to be roughly \( r_1, r_2 > 70 \) a.u. at \( \tau = 20 \) fs after the end of the pulse, see Fig. 9.7d). This integral, which still contains a small portion of single ionization accompanied by excitation to Rydberg states, gives an upper bound for the total double ionization cross section. In the case of a pulse with photon energy \( \hbar \omega = 42 \) eV (Fig. 9.7), the extracted estimate is about 25% higher than the value determined by projection. This discrepancy is predominantly caused by the existence of high-lying Rydberg states which also have contributions at large values of \( r \). The error of the estimate increases to about 45% when using the smaller value of \( r_1, r_2 > 40 \) a.u. obtained from the radial density at \( \tau = 8 \) fs.

One can expect that the choice of the final state is even more important when calculating differential cross sections because fewer degrees of freedom are integrated over. Specifically, the triply differential cross section (TDCS) depends on the partial-wave phase shifts, which may not have fully converged at the time of projection. In order to monitor possible errors in the angular distribution, we have also extracted the TDCS by a complementary method employing the coordinate representation of the two-electron wave packet at large propagation time, bypassing projection. In order to compare with the TDCS at equal energy sharing, we take only the part of the wave packet with \( r_1 = r_2 \), the part where both electrons have moved out to the same distance from the nucleus in the same time. This is what a (microscopic) time-of-flight detector would identify as equal-energy electrons. We then directly determine the angular distribution for this part of the wave function

\[
\frac{d\sigma^{WP}(E_1 = E_2)}{dE_1 d\Omega_1 d\Omega_2} \propto \int dr |\Psi(r, r, \Omega_1, \Omega_2)|^2.
\]  

(9.9)

This estimate for the TDCS, referred to in the following as the wave packet (WP) method, is compared with the projection onto Coulomb waves (Eq. 9.8) in Fig. 9.8.
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Figure 9.7: Radial density for various times \( \tau \) after the end of the pulse, for the same pulse as in Fig. 9.4. At \( \tau = 20 \text{ fs} \), the doubly ionized part of the wave function is completely contained in the box with \( r_1, r_2 > 70 \text{ a.u.} \). By integrating the probability density over this region, an upper bound for the double ionization yield can be established. The gray lines indicate the border between singly and doubly ionized parts, identified by visual inspection. The lighter gray line at \( r_c = 40 \text{ a.u.} \) is the apparent border at \( \tau = 8 \text{ fs} \), while the darker gray line at \( r_c = 70 \text{ a.u.} \) is suggested by the distribution at \( \tau = 20 \text{ fs} \). The density located between the two borders contains singly ionized parts that would erroneously be identified as being doubly ionized at \( \tau = 8 \text{ fs} \) due to the lack of spatial separation.
Figure 9.8: Comparison of different methods for extracting the triply differential cross sections (TDCS) at 42 eV photon energy, with a 4 fs $\sin^2$ laser pulse. The data for Coulomb projection are obtained from Eq. 9.8 (at $E_1 = 2.5$ eV) while the results labeled wave packet (WP) were obtained without transforming to momentum space (Eq. 9.9). The angularly resolved value of the electron-electron interaction energy at the position of the wave packet ($r_{1,2} \approx 150$ a.u.) is also shown in comparison to the total energy of the doubly ionized wave packet ($\sim 5$ eV). The vertical gray line shows the ejection angle $\theta_1$ of the first electron. The angular momentum expansion used values of $L_{\text{max}} = 4$ and $l_{c,\text{max}} = l_{s,\text{max}} = 9$. The radial box had an extension of 400 a.u., with FEDVR elements of 4 a.u. and order 11.

The excellent agreement we find attests to the fact that residual errors due to final-state correlations at the point of projection are, indeed, negligible. In addition, we show the projection onto plane waves, where even the Coulomb potential of the ionic core is neglected. Up to a global scaling factor of about 1.1, the TDCS at equal energy sharing obtained from projection onto plane waves almost exactly agrees with the result obtained from projection onto Coulomb waves. This suggests that the Coulomb potential of the ionic core can also be neglected in the asymptotic region when only the angular differential behavior is of interest.

In addition to the TDCS as extracted through different methods, Fig. 9.8 shows
the angularly resolved value of the electron-electron interaction energy. The radial distance of both electrons was taken as $r_{1,2} = 150\text{ a.u.}$, which corresponds to the position of the doubly ionized wave packet at the point of projection. Clearly, the electrons only move into directions where their interaction energy is negligible compared to the total energy of the doubly ionized wave packet. This also supports the finding that the electron interaction can be neglected when projecting at late times.

### 9.4 Numerical convergence tests

In addition to the convergence of our approach with respect to the final time of projection, it is necessary to check for convergence and stability of the numerical methods employed. In order to ensure the reliability of the calculated cross sections, we have performed extensive numerical testing and have found our results to be well converged. The convergence issues addressed are (i) the radial discretization, (ii) the temporal propagation, and (iii) the angular momentum expansion.

Convergence with respect to the radial grid (i) is easy to achieve within the FEDVR approach. Most results shown were obtained with finite elements of 4 a.u. extension and of order 11. Results with order 13 for elements of 4 a.u. were virtually identical (within 0.02% for the total cross sections in the nonsequential regime). Convergence of the time propagation (ii) using our SIL method is equally uncritical. Even when relaxing the convergence criterion used for time propagation by two orders of magnitude, the results do not change perceptibly from those presented here. In addition, we also checked that our results do not depend on the gauge used in Eq. 2.9. The change in the total cross section when switching from velocity gauge to length gauge is only 0.01%.

The final question regarding convergence concerns the truncation of the angular momentum expansion Eq. 3.3. As the total angular momentum $L$ is conserved for the field-free Hamiltonian (because of spherical symmetry), the expansion does not require much higher values for $L_{\text{max}}$ than the minimum number of photons absorbed by the system. We have indeed found that there was no noticeable difference in any of the results between $L_{\text{max}} = 3$ or $L_{\text{max}} = 4$. At the low intensities used here, the result is well converged with $L_{\text{max}} = 3$ when employing length gauge. Using velocity gauge, even $L_{\text{max}} = 2$ produces well-converged results. The convergence with respect to the single-particle angular momenta $(l_1, l_2)$, which are mixed by the electron-electron interaction, is much more critical. The size of the expansion in $(l_1, l_2)$ strongly influences the accuracy of the angular distribution of the electrons and the degree of angular correlation.

While the total cross section shows variations of less than 0.3% when $(l_{\text{<max}}, l_{\text{>max}})$ is increased from (3,3) to (9,9) (Fig. 9.9), a different picture emerges when the two-electron angular distribution is considered. The TDCS shows a strong depen-
9 Convergence issues

Figure 9.9: Convergence of the total cross section with the size of the angular momentum expansion. The total cross section is converged to within the accuracy of the method even for the smallest expansion in angular momenta. The differences in the result due to different angular basis sizes are much smaller than those observed when performing the projection at different times after the end of the pulse (Fig. 9.4) (4 fs sin² pulse at 42 eV as in Fig. 9.1).

In the preceding chapter, we have presented extensive tests of the convergence properties of our method. In particular, we have demonstrated that projecting onto products of Coulomb waves to extract the double ionization momentum distribution is valid as long as one delays the projection until the electrons are far enough apart from each other. This was tested by a number of approaches: For one, we investigated the asymptotic behavior of the projection by propagating the electrons to a distance of more than 400 a.u. from the nucleus. In addition, we compared the double ionization probability obtained from projection with the value obtained from performing a cut in radial space. In addition, we have shown that a wave-packet method can be used to extract the joint angular distributions at equal energy sharing with high precision, without transforming to momentum space. Furthermore, even projecting onto plane waves only introduces an error of
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Figure 9.10: Convergence of the triply differential cross section (TDCS) with the size of the angular momentum expansion. The labels specify the maximum values \( (L_{\text{max}}, l_{<\text{max}}, l_{>\text{max}}) \) used in the angular momentum expansion. The vertical gray lines show the ejection angle \( \theta_1 \) of the first electron. The TDCS converges only for relatively large values in the angular momentum expansion (4 fs \( \sin^2 \) pulse at 42 eV as in Fig. 9.1).

a few percent, provided the projection is delayed long enough.

The good convergence behavior can be understood by a simple argument. The full wave function contains the electron correlation regardless of which basis it is expressed in. The only ambiguity exists in identifying which parts of the wave packet at time \( \tau \) after the end of the pulse will asymptotically correspond to the situation of interest (in our case, double ionization). If \( \tau \) is chosen large enough, the electrons have separated in space and their interaction energy is low (cf. Fig. 9.4c). This implies that the electrons will neither significantly deflect each other nor exchange energy at later times. Therefore, both the angular and the energy distribution are stable, and the momenta of the electrons at time \( \tau \) correspond to the asymptotic momenta for \( t \to \infty \). Similarly, channels where one of the electrons did not gain enough energy to escape the Coulomb potential of the nucleus by the time \( t = \tau \) correspond to singly ionized final states, as the electron interaction does not provide
enough energy to change this situation at later times.

In addition to testing the validity of projection onto products of Coulomb waves, we have demonstrated that well-converged angular distributions require the inclusion of large numbers of single-electron angular momenta. These are necessary to correctly represent the correlated angular distribution of the electrons.
10 Cross sections for nonsequential TPDI

Having established the convergence of our method, we present results for the cross sections for nonsequential TPDI of helium. The first quantity of interest is the total cross section, which has been calculated by a number of groups over the past few years. In order to achieve converged values, the spectral bandwidth of the laser pulse used to calculate the cross section (according to Eq. 9.3) has to be sufficiently small. The spectral width of the pulse depends both on the pulse shape as well as on the total duration of the pulse. In addition to the \( \sin^2 \) pulses used for most results shown in this thesis, we also used the following pulse shapes: (i) a Gaussian pulse envelope and (ii) a flat-top pulse envelope with a \( \sin^2 \) ramp on for a quarter of the pulse duration, constant intensity for half the pulse duration, and a \( \sin^2 \) ramp off for the last quarter of the pulse (cf. Fig. 10.1a). The durations of the Gaussian and flat-top pulses were chosen such that the FWHM of the spectral distribution was identical to that of a \( \sin^2 \) pulse of 4 fs duration. Although all three pulses have the same spectral width, the distributions look different. Specifically, the spectral distribution of the flat-top pulse contains significant side lobes (ringing) (cf. Fig. 10.1b). In Fig. 10.2a, we show that the results obtained for the total cross section are almost identical with all three pulse shapes, apart from close to the step discontinuity at the threshold for sequential double ionization. Note that \( T_{\text{eff}} \) is dependent on the pulse shape, which has to be taken into account properly (cf. (9.4)). Fig. 10.2b shows the dependence of the extracted cross sections on the duration of the pulse. As the threshold for sequential TPDI is approached, successively longer pulses are necessary to resolve the rapidly growing cross section. The calculations were performed with differing box sizes depending on the pulse duration, with \( r_{\text{max}} = 240 \text{ a.u.} \) for the smallest boxes and \( r_{\text{max}} = 1400 \text{ a.u.} \) for the largest boxes. The FEDVR elements contained 11 basis functions each and spanned \( 4 - 4.4 \text{ a.u.} \). The maximum angular momentum values used were \( L_{\text{max}} = 3 \) for the total angular momentum and \( l_{\text{<,max}} = l_{\text{>,max}} = 7 \) for the individual angular momenta. The peak intensity was chosen as \( I_0 = 10^{12} \text{ W/cm}^2 \). The ionization yields were extracted 1 fs after the pulse. Following the results of section 9.3 the projection error should be less than 2%.

In Fig. 10.3, we compare the present results for the total cross section with published data. For Fig. 10.3a, we used the longest available \( \sin^2 \) pulse for each data point (cf. Fig. 10.2b), i.e. 4 fs pulses for \( h\omega \leq 51 \text{ eV} \), 11 fs pulses for \( h\omega \leq 53 \text{ eV} \).
Figure 10.1: Different pulse shapes used for extracting cross sections for nsTPDI. In (a), we show the temporal profile of the pulse envelope of the three pulse shapes used: a 4 fs sin^2 pulse, a Gaussian pulse, and a flat-top pulse. In (b), we show the corresponding spectral distributions (modulus squared of the Fourier transforms). The durations of the pulses were chosen so that the FWHMs of the spectral distributions coincide.

and 20 fs pulses for \( \hbar \omega = 53.5 \text{ eV} \) and \( \hbar \omega = 54 \text{ eV} \).

For photon energies below around 50 eV, the total cross section for TPDI is a relatively smooth function of photon energy, showing an approximately linear increase. Above the threshold (54.4 eV), the cross section is not defined, as the yield then scales with the square of the pulse duration, whereas a cross section requires linear scaling with pulse duration. In order to extract the cross section close to the threshold, it is therefore necessary to ensure that the spectral width of the pulses is small enough such that the total yield only contains negligible contributions from the sequential process. By using successively longer pulses, we were able to resolve the threshold behavior up to less than one eV below the threshold, with the result for 53.5 eV being converged for \( T = 20 \text{ fs} \). In order to resolve the behavior for energies even closer to the threshold, still longer pulses would have to be used, which becomes prohibitively expensive. Close to the sequential threshold, the cross section rises steeply with photon energy. The sequential process is then almost possible, i.e. the energy of the intermediate state is close to being on-shell. As the long-time limit \( T \to \infty \) of second-order perturbation theory shows, the transition amplitude is proportional to \( E_{\text{on-shell}}^{-1} \), i.e. the inverse of the deviation from the on-shell process. As the threshold is approached, this deviation becomes small, leading to the observed rise in the cross section. This has been called the signature of the “virtual” sequential process by Horner et al. [75].

The present results show a more pronounced variation with photon energy than other results obtained by direct integration of the time-dependent Schrödinger equa-
Figure 10.2: Total TPDI cross sections obtained using different pulse shapes and durations. In (a), we compare three pulse shapes with the same spectral FWHM of \(\sim 1.5\) eV: a 4 fs \(\sin^2\) pulse, a Gaussian pulse, and a flat-top pulse. In (b), \(\sin^2\) pulses of different total durations were used. For each of the pulse durations, the spectral distribution of the pulse is plotted below the curve at one of the data points, showing the area over which the cross section obtained was effectively integrated. The angular momenta were allowed to go up to \(L_{\text{max}} = 3\) for the total angular momentum, and \(l_{e,\text{max}} = l_{p,\text{max}} = 7\) for the single electron angular momenta. The radial boxes had different extensions depending on the pulse duration, with a maximum of \(r_{\text{max}} = 1400\) a.u. for the 20 fs pulses. The FEDVR elements used order 11 and an extension of at most 4.4 a.u.
Figure 10.3: Comparison of the total two-photon double ionization (TPDI) cross sections, obtained from Eq. 9.3, with $T_{\text{eff}} = 35T/128$. In (a), “present results” labels the data obtained with the longest $\sin^2$ pulse that we calculated at each energy (cf. Fig. 10.2b), all with a peak intensity of $10^{12}$ W/cm$^2$. For the results of Foumouo et al. [62], (NC) labels the results obtained by projecting onto uncorrelated Coulomb waves, while (FC) labels the results obtained using the $J$-matrix method. (b) shows the results obtained with ten-cycle pulses compared to other approaches using the same pulses. The results of Hu et al. [58] were rescaled by a factor of 128/70 in order to include the correct $T_{\text{eff}}$. 

(a) Longest available pulses

(b) Ten-cycle pulses
This can be easily explained by the fact that most previous work employed ten-cycle pulses. At photon energies of 42-54 eV, this corresponds to about 1 fs total duration, and consequently, a spectral width (FWHM) of about 6 eV (for $\sin^2$ pulses). The results are therefore an average over a rather large energy window. In contrast, we use pulses of up to 20 fs duration with a narrower spectrum (FWHM ~0.3 eV). To facilitate the comparison with previous calculations we have also performed a calculation using ten-cycle pulses (Fig. 10.3b) for which we indeed find better agreement. The pulse duration dependence becomes, in particular, critical near the threshold for sequential ionization at 54.4 eV.

We compare our results with data from both time-dependent and time-independent approaches. Laulan and Bachau [54] solved the TDSE by means of a $B$-spline method and an explicit Runge-Kutta propagation scheme. The double ionization probability was obtained by projecting onto uncorrelated Coulomb functions. They also included first-order correction terms in the representation of the double continuum (thus partly taking into account radial correlations). However, they found little difference with respect to the uncorrelated functions, as expected from our investigations. Hu, Colgan, and Collins [58] solved the time-dependent close-coupling equations using finite-difference techniques for the spatial discretization and the real-space product formula as well as a leapfrog algorithm for temporal propagation. The double ionization probability was also extracted by projection onto uncorrelated Coulomb waves. Guan, Bartschat and Schneider [82] used an approach very similar to ours, employing the FEDVR and using the Lanczos method for time propagation. Palacios et al. [88] also used an FEDVR basis, combined with a Crank-Nicholson time propagator. They extracted the double ionization yields by application of exterior complex scaling (ECS) and a formal propagation to $t \to \infty$, such that the volume integral for projection can be rewritten as a surface integral, performed at asymptotic distances to the core. This approach thus also includes correlation in the final state.

Foumouo et al. [62] employed a spectral method of configuration interaction type (involving Coulomb-Sturmian functions) and an explicit Runge-Kutta time propagation to solve the TDSE. The double ionization probability is calculated by closure, i.e. by subtracting the singly ionized states from the total wave function and taking the remaining probability as the double ionization probability. The singly ionized states were constructed by using the $J$-matrix method, which should contain angular and radial correlations to the full extent. In addition, they also performed projection on the uncorrelated product of Coulomb waves. The more recent results from Ivanov and Kheifets [70] are based on the time-dependent convergent close-coupling (CCC) method, taking into account correlations in the final state to some degree. Nikolopoulos and Lambropoulos [68] solved the TDSE using an expansion in correlated multichannel wave functions.

Within the time-independent methods, Nikolopoulos and Lambropoulos in an earlier paper [50] applied lowest-order non-vanishing perturbation theory (LOPT)
to determine the generalized cross sections. Feng and van der Hart [55] employed \( R \)-matrix Floquet theory in combination with \( B \)-splines basis sets. The data from Horner et al. [75, 80] also result from LOPT calculations. They solved the Dalgarno-Lewis equations for two-photon absorption in LOPT employing exterior complex scaling (ECS) and also account for correlation in initial, intermediate, and final states.

Overall, our results are in reasonable to good agreement with those of [54, 55, 58, 62, 80, 82, 88] while sizable discrepancies exist in comparison with those of [50, 68] as well as those of [62] in which corrections due to final-state correlations are included. Clearly, the degree of convergence of the present results on the few percent level as well as the upper bound extracted from the radial wave packet analysis preclude any change of cross section by a factor of \( 5 - 10 \), which would be necessary to obtain values of the same magnitude as [50, 62, 68]. The only other calculations approaching the threshold for sequential TPDI are those by the Berkeley group [75, 80, 88], which also show the strong increase of the total cross section as the threshold is approached. In particular, the data of Palacios et al. [88] agree with ours almost perfectly up to \( 52 \) eV. The deviation at \( 53 \) eV can be explained by the fact that they used pulses of total duration \( T = 3 \) fs, while we used longer pulses up to \( T = 20 \) fs close to threshold.

The experimental values of Hasegawa, Nabekawa et al. [91, 92] at \( 41.8 \) eV and of Sorokin et al. [93] at \( 42.8 \) eV (cf. Fig. 10.3) are compatible with most of the theoretical data. Antoine et al. [81] provide an experimental lower bound for the cross section at \( 41.8 \) eV, which is right at the value of the cross section obtained by most time-dependent approaches. Due to the experimental uncertainties (e.g. the harmonic intensity in [91, 92] or the assumptions on the pulse shape and focusing conditions in [93]), the currently available data are not sufficient to strongly support or rule out any of the theoretical results.

We turn now to the triply differential cross section (TDCS), the quantity most sensitive to the level of the underlying approximations. The present results show qualitative agreement with the published data [58, 70, 80], but there are pronounced quantitative differences. While the prominent back-to-back emission lobe (anti-)parallel to the laser polarization direction is well reproduced in most calculations (Fig. 10.4), the angular distribution for less favored emission directions (e.g. \( \theta_1 = 90^\circ \)) differs significantly from other calculations. One reason is the sensitivity to the partial-wave expansion. In contrast to the total cross section, the TDCS needs a larger number of angular momentum combinations \( (L, l_1, l_2) \) in the expansion of the wave function to converge. In order to resolve angular correlations in the triply differential cross section (TDCS), it is necessary to use large expansions in single electron angular momenta. More specifically, good convergence of the TDCS is only reached for values as high as \( l_{\text{c,max}} = l_{\text{p,max}} = 7 \) (cf. Fig. 9.10), which exceeds the angular momentum content of most other calculations [58, 70]. As discussed in section 9.3, we have alternatively determined the TDCS by directly analyzing the
Figure 10.4: Comparison of triply differential cross sections (TDCS) at 42 eV photon energy. Our data are obtained from Eq. 9.8, at $E_1 = 2.5$ eV, i.e. equal energy sharing, using a 4 fs $\sin^2$ laser pulse. In comparison, the results of Hu et al. [58] and Ivanov and Kheifets [70] are shown. The vertical gray line shows the ejection angle $\theta_1$ of the first electron. The angular momentum expansion used values of $L_{\text{max}} = 4$ and $l_{<,\text{max}} = l_{>,\text{max}} = 9$. The radial box had an extension of 400 a.u., with FEDVR elements of 4 a.u. and order 11.

angular distribution of the wave packet for equal energy sharing by a radial integral constrained to equal radii. We find remarkably close agreement with the Coulomb projection method (Fig. 9.8). The residual small deviations can be taken as an estimate for the uncertainty of the extraction method of the TDCS by Coulomb projection.

Horner et al. [80] solve the Dalgarno-Lewis equations for LOPT using an exterior complex scaling technique. In order to produce converged results, a small imaginary part has to be added to the photon energy in the first step of the calculation. The obtained results then have to be extrapolated to zero imaginary part, leading to some uncertainty in the relative phases of different contributions, which strongly influence the TDCS. Ivanov and Kheifets [70] take correlation in the final states into account using a convergent close-coupling (CCC) method. While the magnitude of their results is similar to those presented here, the shape differs considerably. In
particular, they find significant probability for emission of both electrons in the same
direction (θ₁ = θ₂), where the mutual repulsion of the electrons should be strongest.
Foumouo et al. [87] calculated the TDCS for equal energy sharing at 45 eV photon
energy using two different methods. The results obtained by projecting the final
wave function on products of Coulomb waves resemble ours (not shown here for
45 eV, but the behavior is similar as for 42 eV). However, when correlation in the
final state is taken into account using their J-matrix method, the results are much
larger in magnitude (as for the total cross section, cf. Fig. 10.3) and display a
shape reminiscent of the one obtained by Ivanov and Kheifets [70], with the same
surprising feature of emission in the same direction at equal energy sharing.
11 Differential distributions: Photon energy dependence

In this section, we investigate the changing character of the TPDI process as the photon energy is scanned from the nonsequential to the sequential regime. In particular, we start by focusing on the single electron energy distribution, \( P^{\text{DI}}(\Delta E) \), which is closely related to the singly differential cross section (SDCS) (Eq. 9.7). The SDCS is well defined in both the nonsequential and the sequential regime, except at the peaks of the sequential process, where it diverges. In time-dependent calculations, the yield contained in the sequential peaks scales with \( T^2 \), where \( T \) is (proportional to) the pulse duration. In order to facilitate comparison between different photon energies, we plot \( P^{\text{DI}}(\Delta E) \), i.e. the probability distribution as a function of the difference in energy of the two electrons, \( \Delta E = E_1 - E_2 \). In the limit \( T \to \infty \) (and in time-independent calculations), this quantity is related to the singly differential cross section \( d\sigma/dE \) by a simple variable transformation. As elaborated in section 9.2, the positions of the main sequential peaks in this distribution are independent of the laser pulse energy, lying at \( \Delta E = \pm (I_2 - I_1) \approx \pm 29.8 \text{ eV} \).

Fig. 11.1 shows the TPDI probability distribution \( P^{\text{DI}}(\Delta E) / P^{\text{DI}}(\Delta E = 0) \), i.e. the singly differential energy distribution as a function of energy difference, normalized to a value of 1 at \( \Delta E = 0 \) to allow for comparison of the shape of the function at different photon energies. We show this function for various photon energies from slightly above the threshold for TPDI (at 39.5 eV) to just above the single-photon double ionization threshold, where all shake-up channels are accessible for TPDI. Remarkably, the form of the singly differential distribution depends only on the relative energy sharing \( \Delta E = E_1 - E_2 \) between the electrons, but is largely independent of the pulse energy. For an energy difference smaller than \( |\Delta E| \approx 45 \text{ eV} \), the curves agree excellently. This can be understood as a consequence of the fact that the energy-differential distribution is almost fully determined by the shape function in the second-order time-dependent perturbation theory expression (8.4a). To verify this, we rely on the approximations presented in section 8.2: we only include intermediate states of the form \( |e_1p1s\rangle \), i.e. singly ionized states where the ion remains in the ground state, and we assume that the final state is \( |e_1pE_2p\rangle \), i.e. that the second transition does not influence the first electron (\( e_1 = E_1 \)). In addition, we here neglect the energy dependence of the dipole matrix elements in the transition, in order to show just the influence of the shape factor \( G_{\sin^2} \). To reach a specific final state \( |E_1pE_2p\rangle \), there are then two relevant intermediate states, \( |E_1p1s\rangle \) and
Double ionization probability $P_{DI}(\Delta E)$ as a function of the energy difference $\Delta E$ of the two electrons. All calculations were done with pulses with total duration $T = 9 \text{fs}$ and a $\sin^2$ envelope for the vector potential, apart from the one at $\hbar \omega = 54 \text{eV}$, where the pulse with $T = 20 \text{fs}$ was used. The distributions are normalized to a value of 1 at $\Delta E = 0$. For the explanation of how $P_{DI}^G$ is determined, see the text.

The gray lines show the expected positions of the peaks for the sequential process (with and without shake-up).
Figure 11.2: Energy distribution for TPDI from a 9 fs $\sin^2$ pulse at $\hbar \omega = 70$ eV. (a) shows the distribution obtained from the full solution of the TDSE, (b) shows the strongly simplified model $P_{DII}^G$. The agreement is remarkably good.

This expression does not contain any system-specific information apart from the difference in the ionization potentials for the two steps, as $E_0 - 2E_{1s} = I_2 - I_1 \approx 29.8$ eV. This is also the energy difference of the He atom without electron-electron interaction ($2E_{1s}$) to the “real” He atom ($E_0$), and has been previously called the “correlation energy” $E_C$ of the He ground state\(^6 \cite{53, 56, 78, 86}\). This determines a timescale $T_C = 2\pi/E_C \approx 139$ as. For pulses approaching this duration, the shape of the energy distribution can be expected to change strongly, cf. chapter 12.

The quantity $P_{DII}^G(\Delta E)/P_{DII}^G(\Delta E = 0)$ is also shown in Fig. 11.1. The agreement of this extremely simple approximation with the full solutions obtained from the TDSE is excellent for a wide range of photon energies. Fig. 11.2 shows that this agreement extends to the joint energy distribution $P^{DII}(E_1, E_2)$ of the two electrons. In the regions where shake-up ionization starts to play a role, i.e. for $|\Delta E| > 50$ eV, the neglect of intermediate states with shake-up excitation of the intermediate state causes the failure of the model. Including these states would require the determination of the relative phases of the relevant cross sections, which can not be done easily. The agreement of the model presented here with the full calculations can be slightly improved by using the square root of the product of the single-ionization cross sections for single-photon absorption in He and He$^+$ to approximate the transition matrix elements, instead of assuming them to be independent of energy. Doing so also allows quantitative comparison of the model with the full results, i.e. without normalizing $P^{DII}(\Delta E = 0) = 1$. The model without

\(^6\) Note that this is different from the “correlation energy” as commonly used in quantum chemistry, which is defined as the difference of the real energy to the Hartree-Fock energy, cf. chapter 7.
normalization then agrees with the full calculations to within an error of \( \sim 10\% \), as shown by Palacios et al. [88].

The validity of the simple model (which does not include any correlations) shows that the single-electron energy distribution (or singly differential cross section) is not a good observable to determine the amount of electronic correlation in the process. A further topic of discussion is whether the model should be called “purely sequential”. As we do not include any explicit correlation effects in the matrix elements, this might seem justified. On the other hand, as discussed in section 8.2, the inclusion of off-shell transitions automatically corresponds to the inclusion of nonsequential (or direct) processes, where the intermediate state is only transiently occupied. Without the inclusion of off-shell transitions, only electrons at the peaks of the sequential process would be observed. We thus keep the nomenclature as before, and simply use “nonsequential” for these transitions to final states that are only possible through the inclusion of off-shell intermediates. Another point to note is that the existence of electron interaction is crucial for the model as well – this causes the difference of the ionization potentials for the first and second transition. Consequently, in the model, all the energy contained in the electron interaction is taken away by the first electron, such that the second electron feels only the Coulomb attraction of the core. If this were not taken into account, i.e. if the electron-electron interaction did not have any effect, the final two-electron distribution would just be the product of two independent one-electron distributions.

11.1 Angular correlations

In order to reveal the electron correlation in the TPDI process, we now turn to angularly resolved quantities. The first quantity of interest is the joint angular distribution \( P^{DI}(\Omega_1, \Omega_2) \). For this, the electron energies are integrated over, so that the angular distribution of those electrons that are preferentially emitted is seen. We choose a coplanar geometry, i.e. we set both azimuthal angles to zero, \( \varphi_1 = \varphi_2 = 0^\circ \). As the system shows cylinder symmetry, the distributions are independent of \( \varphi_1 + \varphi_2 \), and there is only a possible dependence on \( \varphi_1 - \varphi_2 \). Closer investigation shows that this dependence does not influence the conclusions presented here, and we thus restrict ourselves to coplanar geometry.

In Fig. 11.3, the joint angular distribution \( P^{DI}(\theta_1, \theta_2) \) is plotted for different photon energies from the nonsequential to the sequential regime. In order to allow comparison between the different energies, the plots are normalized to the value of \( P^{DI}(\theta_1 = 0^\circ, \theta_2 = 180^\circ) \). We here plot the angular distributions in a polar plot, where we use a quadratic scale, such that the distance from the origin is determined by \( \sqrt{P^{DI}(\theta_1, \theta_2)} \). The area enclosed by the curve then represents the value of the cross section. This allows for a better comparison of the distributions and also has the advantage to more clearly show the behavior at angles where the
probability is small. The figure clearly shows the transition from the nonsequential to the sequential regime: In the sequential regime, where almost all electrons are emitted within the sequential peaks, the angular distributions of the electrons are independent of each other, such that the distribution for the second electron is always the Hertz dipole ($\cos^2$) expected from a dipolar transition from the 1s state, with very little dependence on the ejection angle of the first electron. Going to the nonsequential regime ($\hbar \omega < 54.4 \text{ eV}$), this changes dramatically – in this regime the electrons have to interact for double ionization to occur. Accordingly, the second electron is emitted at a time when the first electron is still close to the nucleus. The dipolar shape of the angular distribution is then modified in such a way that the probability for ejection of the two electrons in the same direction is strongly reduced. Even at $\hbar \omega = 54$ eV, just below the threshold, this is a strong effect. At $\hbar \omega = 48$ eV, the probability for ejection in the same direction is extremely reduced, and at $\hbar \omega = 42$ eV, where the total excess energy of the two electrons is just $E_{\text{tot}} = 2\hbar \omega + E_0 \approx 5$ eV, the probability for ejection in the same direction is almost negligible. In addition, although the two lobes of the Hertz dipole are still visible, they are strongly distorted in the nonsequential regime.
11.1 Angular correlations

Figure 11.4: Joint energy-angle distribution $P^{D1}(\Delta E, \theta_1, \theta_2)$ for TPDI from 9 fs $\sin^2$ pulses at different photon energies. For each fixed energy difference, the distributions look very similar regardless of the photon energy. For $\Delta E$ “inside” the main peaks ((a) and (b)), the electrons are mainly emitted in a back-to-back configuration, at the main peaks they are largely independent of each other (c), while outside the main peaks they are preferentially emitted in the same direction (d). Note that the scale is quadratic in order to ensure that the area under the curve in the polar plot graphically corresponds to the probabilities.

Instead of integrating overall energies and thus observing the angular distribution averaged over all electrons that are emitted, we now investigate the distribution under the constraint of a specific energy difference $\Delta E$ between the electrons, i.e. the angle-energy distribution $P^{D1}(\Delta E, \theta_1, \theta_2)$, while the total energy $E_{tot}$ is integrated over. Fig. 11.4 shows this distribution for various values of the energy sharing, from equal energy sharing $\Delta E = 0$ to energy sharings outside the main sequential peaks. For each fixed value of $\Delta E$, the distributions look similar regardless of the photon energy. For energies inside the interval delimited by the main sequential peaks, i.e. $|\Delta E| < 29.8 \text{eV}$, the electrons are mainly emitted in a back-to-back configuration. At the main sequential peaks, i.e. the energies where most electrons are ejected, the electrons are largely independent of each other and are emitted in an independent dipolar configuration. Finally, outside the main sequential peaks, they are preferentially emitted in the same direction. As energy sharings away from the main peaks are only reached if both electrons, which repel each other, are emitted within a short time of each other, it seems surprising at first that they would be emitted in the same direction. However, it should be kept in mind that at these large values of $\Delta E$, one of the electrons is significantly faster than the other one,
such that they do not stay close to each other even if they are emitted in the same
direction. The strong preference for emission in the same direction can then be
understood by the fact that this asymmetric energy distribution is easily reached
if both electrons are initially emitted in the same direction, such that the slower
electron interacts with the faster electron through post-collision interaction (PCI)
\[176–179\], essentially giving it an additional “push”.

To better quantify the amount of correlation between the electrons, we examine
the mutual information \[180\] contained within their combined angular distribution.
Mutual information is one of many possible quantities used in probability theory to
measure the amount of correlation between two variables. In essence, it measures
the information that the two variables share – i.e. how much information one gains
about the second variable by knowing the first. For continuous variables, it is
defined by

\[ I(X; Y) = \iint dx dy P(x, y) \log_2 \left( \frac{P(x, y)}{P(x)P(y)} \right), \] \hspace{1cm} (11.5)

where \( P(x, y) \) is the joint probability distribution of the two variables, while \( P(x) = \int dy P(x, y) \) and \( P(y) = \int dx P(x, y) \) are the reduced one-variable distributions.
All integrations are performed over the whole domain of the distribution. If the
two variables are independent, the total distribution is identical to the product
of the one-variable distributions \( P(x, y) = P(x)P(y) \), and the argument of the
logarithm is always 1, such that the mutual information vanishes. The mutual
information is closely related to the concept of information entropy (or Shannon
entropy), and can be expressed by \( I(X; Y) = H(X) + H(Y) - H(X, Y) \), where
\( H(X) = \int dx P(x) \log_2 P(x) \) is the Shannon entropy of the reduced probability
distribution \( P(x) \). We are interested in the mutual information in the angular
distribution of the two electrons, which we define by

\[ I_{\Omega_1, \Omega_2} = \iint d\Omega_1 d\Omega_2 P^{DI}_{n,\Omega_1,\Omega_2} \log_2 \left( \frac{P^{DI}_{n,\Omega_1,\Omega_2}}{P^{DI}_{n,\Omega_1,\Omega_2}P^{DI}_{n,\Omega_2}} \right), \] \hspace{1cm} (11.6)

\[ I_{\Omega_1, \Omega_2}(\Delta E) = \iint d\Omega_1 d\Omega_2 P^{DI}_{n,\Delta E} \log_2 \left( \frac{P^{DI}_{n,\Delta E}}{P^{DI}_{n,\Delta E}(\Omega_1)P^{DI}_{n,\Delta E}(\Omega_2)} \right), \] \hspace{1cm} (11.7)

with

\[ P^{DI}_{n,\Omega_1,\Omega_2} = P^{DI}(\Omega_1, \Omega_2)/\iint d\Omega_1 d\Omega_2 P^{DI}(\Omega_1, \Omega_2), \] \hspace{1cm} (11.8)

\[ P^{DI}_{n,\Delta E}(\Omega_1, \Omega_2) = P^{DI}(\Omega_1, \Omega_2, \Delta E)/\iint d\Omega_1 d\Omega_2 P^{DI}(\Omega_1, \Omega_2, \Delta E). \] \hspace{1cm} (11.9)

We either examine the total mutual information in the angular distribution for
all electrons for which we get a single number \( I_{\Omega_1, \Omega_2} \), or we fix the energy difference \( \Delta E \) of the electrons and examine the mutual information in the distribution
11.1 Angular correlations

Figure 11.5: Mutual information $I_{\Omega_1,\Omega_2}$ for TPDI for different photon energies $\hbar\omega$. The pulses had a 9\,fs $\sin^2$ envelope, apart from the data point at 54\,eV, where a 20\,fs $\sin^2$ pulse was used to suppress the sequential contribution. The gray line at 54.4\,eV indicates the threshold for sequential TPDI. The inset shows the same data on a logarithmic scale. The mutual information decreases as the threshold is approached, showing a steep drop after the threshold, with little dependence on the photon energy for $\hbar\omega > 54.4$\,eV.

Figure 11.6: Mutual information $I_{\Omega_1,\Omega_2}(\Delta E)$ for TPDI for different photon energies $\hbar\omega$ as a function of $\Delta E$. The pulses had a 9\,fs $\sin^2$ envelope, apart from the data for photon energy $\hbar\omega = 54$\,eV, where a 20\,fs $\sin^2$ pulse was used.
Differential distributions: Photon energy dependence

\( P^{\text{DII}}(\Omega_1, \Omega_2, \Delta E) \). For the calculation of the mutual information, the probability distributions have to be normalized, cf. (11.8) and (11.9).

We first determine the total mutual information in the angular probability distribution of the two electrons, shown in Fig. 11.5. The mutual information in the angular distribution decreases as the threshold for sequential two-photon double ionization is approached, but stays at appreciable values below the threshold. Once the threshold is crossed (i.e. above \( \hbar \omega = 54.4 \text{ eV} \)) the value of the mutual information steeply drops to almost negligible values, and slowly keeps on decreasing for higher photon energies. This confirms the expected behavior – below the threshold for sequential TPDI, the electrons strongly interact during the ionization process and are therefore correlated. In contrast to this, the main channel above the sequential threshold contains two independent photon absorptions from \( 1s \) states, such that the angular distribution is a product of \( \cos^2 \) distributions and there is almost no angular correlation, leading to vanishing mutual information. In the nonsequential regime, the angular distributions are well-converged and have already reached the values obtained in the limit \( T \rightarrow \infty \), such that the mutual information should be independent of a further increase in pulse duration. In contrast, the (negligible) value of the total mutual information in the sequential regime depends on the pulse duration \( T \), as the nonsequential contribution to the total angular distribution decreases with \( \approx T^{-1.4} \), cf. section 12.3. The character of the angular correlation is seen even more clearly when plotting the mutual information as a function of the energy difference \( \Delta E \) between the electrons (Fig. 11.6). In contrast to the energy spectrum (cf. Fig. 11.1), which is almost completely determined by the shape factor from second-order time-dependent perturbation theory, the mutual information strongly depends on the photon energy. The lower the photon energy, the slower the first electron, and consequently, the stronger the influence of the electron-electron interaction, leading to increased angular correlation. Therefore, around \( \Delta E = 0 \), the pulse at \( \hbar \omega = 42 \text{ eV} \) shows high values of \( I_{\Omega_1, \Omega_2} \), with a monotonic decrease as the photon energy is increased. At the peaks of the main sequential process, \( \Delta E = \pm (I_2 - I_1) \), the mutual information vanishes almost completely, as expected from an angular distribution that is a product of Hertz dipoles. For photon energies where shake-up of the remaining ion is possible, the mutual information at the energies of the shake-up process shows large peaks followed by dips. As the behavior around the shake-up peaks strongly depends on the pulse length even for these relatively long pulses, we discuss this phenomenon in the section on pulse-length dependence of the TPDI process, chapter 12.

An alternative measure for the angular correlation is given by the von Neumann entropy of the one-particle angular density matrix \( \gamma_{1, \Omega}(\Omega, \Omega') \), which is obtained from the full density matrix \( \gamma_2(k_1, k_2, k_1', k_2') = \psi(k_1, k_2)\psi^*(k_1', k_2') \) by performing a partial trace over all coordinates of the second electron and the magnitude of the
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Figure 11.7: Energy-resolved angular von Neumann entropy $S_\Omega(\Delta E)$ for TPDI for different photon energies $h\omega$. The pulses had a 9 fs $\sin^2$ envelope, apart from the run at 42 eV, where a 20 fs $\sin^2$ pulse was used.

momentum $k_1$ of the first electron. The angular von Neumann entropy, given by

$$S_\Omega = - \text{Tr} (\gamma_{1,\Omega} \ln \gamma_{1,\Omega}) ,$$

(11.10)
determines the amount of uncertainty about the angular state of one electron. This uncertainty stems from the dependence of the angular state on the state of the second electron. If the electrons are in an independent product state (as in the sequential process), the von Neumann entropy becomes zero. We show the angular von Neumann entropy under the condition that the energy difference is fixed to $\Delta E$, i.e.

$$S_\Omega(\Delta E) = - \text{Tr} (\gamma_{1,\Omega}(\Delta E) \ln \gamma_{1,\Omega}(\Delta E)) ,$$

(11.11)

where $\gamma_{1,\Omega}(\Delta E)$ is the one-particle angular density matrix with the trace performed only over states with $E_1 - E_2 = \Delta E$. In addition, these density matrices have to be normalized such that their trace is 1. Fig. 11.7 shows that this measure displays very similar behavior as the angular mutual information. In particular, the maxima and minima appear at the same values of $\Delta E$. This verifies that both of these measures give a reasonable indication for the amount of angular correlation in the final states. However, there are some differences: most strikingly, the minimum value of the entropy at the energy of the sequential process is still clearly non-zero, reaching about 0.2, while the mutual information decreases to very small values of the order of $10^{-3}$. One possible explanation is that the von Neumann entropy also captures phase information, as it deals with the quantum mechanical density.
Figure 11.8: Forward-backward asymmetry $\mathcal{A}(\Delta E)$ for TPDI for different photon energies $h\omega$. The pulses had a $9\,\text{fs} \, \sin^2$ envelope, apart from the run at $54\,\text{eV}$, where a $20\,\text{fs} \, \sin^2$ pulse was used.

matrix, while the mutual information only depends on the classical probability distribution. This would point to the fact that even when the angular probability distributions of the two electrons are almost independent, their relative emission direction still influences the phases in the final state.

To get more information on the relative emission directions of the two electrons, we introduce the forward-backward asymmetry distribution $\mathcal{A}(E_1, E_2)$, obtained by fixing the ejection direction of one electron in the direction of the laser polarization ($\theta_1 = 0^\circ$) and calculating the probability for the second electron to be emitted into the forward half-space $\theta_2 < \pi/2$ or backward half-space $\theta_2 > \pi/2$. The probabilities thus defined are

$$P^\pm(E_1, E_2) = 4\pi^2 \int_{\theta_2<\pi/2} \int_{\theta_2>\pi/2} P(E_1, E_2, \theta_1 = 0^\circ, \theta_2) \sin \theta_2 d\theta_2,$$

where the factor $4\pi^2$ stems from integration over $\phi_1$ and $\phi_2$. The forward-backward asymmetry is then given by

$$\mathcal{A}(E_1, E_2) = \frac{P^+(E_1, E_2) - P^-(E_1, E_2)}{P^+(E_1, E_2) + P^-(E_1, E_2)}.$$

which varies in the range $[-1, 1]$. Values close to zero indicate equal probability for the second electron to be emitted in the forward or backward half-space, while large absolute values identify strong angular correlations. Positive values ($\mathcal{A} > 0$) indicate a preference for ejection of both electrons in the same direction while negative
values ($\mathcal{A} < 0$) indicate ejection in opposite directions. Note that $\mathcal{A}(E_1, E_2)$ is not symmetric under exchange of $E_1$ and $E_2$, as the emission direction of the electron with energy $E_1$ is fixed in the laser polarization direction. Analogously, the reduced one-electron asymmetry $\mathcal{A}(E_1)$ can be determined by integrating $P^+(E_1, E_2)$ over the energy of the second electron, i.e. $P^+(E_1) = \int P^+(E_1, E_2) dE_2$, and

$$\mathcal{A}(E_1) = \frac{P^+(E_1) - P^-(E_1)}{P^+(E_1) + P^-(E_1)}.$$

(11.14)

Fixing the energy difference $\Delta E$ and integrating over total energy analogously gives the closely related quantity $\mathcal{A}(\Delta E)$. This is shown in Fig. 11.8 to allow easy comparison to Fig. 11.1 and Fig. 11.6. As we have seen before, the electrons are essentially uncorrelated at the “sequential” peaks, leading to vanishing asymmetry. For energies in between the two main peaks at $\Delta E = \pm(I_2 - I_1)$, the electrons are emitted in opposite directions, leading to negative values for $\mathcal{A}(\Delta E)$. The asymmetry is stronger for lower energies, again confirming that the electron-electron interaction has a stronger influence on the final distribution when the electrons are slower.

For energies outside the energy interval delimited by the sequential peaks, the asymmetry is equally strong, but now positive, pointing to the same emission direction for both electrons. When the second electron is emitted in the same direction as the first one, the well-known post-collision interaction [176–179] tends to increase the asymmetric sharing of the available energy [42]. The dividing line between the two different regimes of ejection (in opposite or in the same direction) is quite sharp and lies directly at the position of the sequential peaks.

At the positions of the shake-up peaks, we see large fluctuations of the forward-backward asymmetry, as also observed in the mutual angular information. For completeness we note that in the region between the two main peaks, only electrons emitted in opposite directions are observed both in “sequential” ($\hbar \omega > 54.4$ eV) and “nonsequential” ($39.5$ eV $< \hbar \omega < 54.4$ eV) TPDI. The main difference is that in nonsequential TPDI, only that region is energetically accessible, such that no other angular configurations are observed.

### 11.2 Nuclear recoil and one-electron angular distributions

We now turn to the investigation of less differential probability distributions, which are easier to access experimentally. Specifically, we investigate the recoil ion momentum probability distributions $P^{DI}(Q_x, Q_z)$ (cf. section 6.3) and the one-electron angular distributions $P^{DI}(E, \theta)$ (cf. section 6.2.3). The recoil ion momentum distribution can be experimentally obtained using COLTRIMS (COLd Target Re-
Figure 11.9: Recoil ion momentum distribution for TPDI from 9 fs $\sin^{2}$ pulses at different photon energies. For each energy, the upper plot shows the actual distribution, while the lower plot shows the distribution obtained with a product of dipoles as the angular distribution. The $z$-axis is chosen to coincide with the laser polarization axis.
coil Ion Momentum Spectroscopy (IMS) setups\textsuperscript{7}. This has been done at FLASH (Free-electron LASer in Hamburg) using XUV pulses at $\hbar \omega = 44$ eV photon energy\textsuperscript{[94]}. Our results are shown in Fig. 11.9. In order to clearly see the effects of angular correlation, we compare the actual distributions with distributions obtained by assuming a product of $\cos^2 \theta$ angular distributions for the electrons, i.e. with $P_{\text{dipole}} (E_1, E_2, \Omega_1, \Omega_2) = P_{\text{DI}} (E_1, E_2) \frac{5}{2} \cos^2 \theta_1 \cos^2 \theta_2$. In the sequential regime (Fig. 11.9(a-c)), two distinct rings can be observed – these stem from electrons that are either emitted with momentum $k_1 = \sqrt{2(\hbar \omega - I_1)}$ or $k_2 = \sqrt{2(\hbar \omega - I_2)}$, with $I_n$ being the $n$th ionization potential ($I_1 = 24.6$ eV, $I_2 = 54.4$ eV). The angular emission pattern in the sequential regime is a Hertz dipole for both electrons, such that emission on the laser polarization axis (the $z$-axis in our convention) is strongly favored. Consequently, the ion momentum shows peaks close to $Q = \pm (k_1 \pm k_2)$. These positions are marked by the magenta circles in Fig. 11.9(a-c). In the sequential regime, the actual recoil ion momentum distributions look almost exactly identical to those with a pure product of dipoles for the angular distribution, as expected. It should be noted that for $\hbar \omega = 80$ eV, the highest energy we show, there is also one-photon double ionization, with a total excess energy of $\hbar \omega + E_0 = 1$ eV. We here only plot the distribution associated with the two-photon process. In reality, there would be a contribution from one-photon double ionization at very small ion momenta, the relative strength of which depends linearly on the laser pulse intensity.

In the nonsequential regime, on the other hand, the sequential peaks disappear, and the one-electron energy distribution becomes much flatter. The highest recoil ion momenta would be reached for equal energy sharing and emission in the same direction. These momenta are indicated by the outer orange circles in Fig. 11.9(d-f). However, the electrons are almost always emitted in a back-to-back configuration. Therefore, these maximum ion momenta are not reached. For the back-to-back configuration, the largest ion momenta are instead obtained when one electron takes all the available excess energy, with the second electron just barely gaining enough energy to escape the nuclear potential. The ion momenta in this configuration are indicated by the inner orange circles in Fig. 11.9(d-f). For energies just below the sequential threshold, this is also the most probable configuration, as the one-electron energy distribution still shows the signature of the sequential process, i.e. the flanks of the sequential peaks (dubbed the “virtual” sequential process by Horner et al.\textsuperscript{[75]}). Therefore, in most double ionization events at $\hbar \omega = 54$ eV, one electron gets almost all the excess energy, and the recoil ion momentum distribution is peaked close to the inner circle. For lower photon energies, the one-electron energy probability distribution is almost completely flat, and consequently, the area inside the circle allowed for back-to-back emission is almost uniformly filled. The distribution is still slightly elongated along the laser polarization axis $z$, as the electrons are preferentially emitted along this axis. The results in the nonsequential

\textsuperscript{7} Also known as reaction microscopes
Differential distributions: Photon energy dependence

The pulses had a 9 fs $\sin^2$ envelope, apart from the run at 54 eV, where a 20 fs $\sin^2$ pulse was used. In order to compare more easily with the previous plots, the electron energy axis is shifted (see text). The upper group of lines gives $\beta_2$, the lower group gives $\beta_4$.

regime also show the influence of angular correlation most clearly. Using a product of dipoles instead of the real angular distribution leads to completely wrong recoil ion momentum distributions.

We now turn to the one-electron angle-energy distribution $\mathcal{P}_{DI}(E, \theta)$. As explained in section 6.2.3, this distribution is cylindrically symmetrical and can (for two-photon double ionization) be parametrized as

$$\mathcal{P}_{DI}(E, \theta) = P_{\mathcal{T}_{DI}}(E)(1 + \beta_2(E)P_2(\cos \theta) + \beta_4(E)P_4(\cos \theta)),$$

where $P_l(x)$ are the Legendre polynomials. A Hertz dipole shape ($\mathcal{P}_{DI}(E, \theta) \propto \cos^2(\theta)$) corresponds to $\beta_2 = 2$ and $\beta_4 = 0$. Although we want to use the one-electron distribution $\mathcal{P}_{DI}(E, \theta)$ here because of its experimental relevance, we want to simultaneously compare with the previously obtained results plotted as a function of $\Delta E$. As we are using relatively long pulses ($T = 9$ fs), the total energy is conserved, and we can use the transformation $\Delta E = E_1 - E_2 = 2E_1 - (E_1 + E_2) = 2E_1 - (2\hbar\omega + E_0)$. We therefore plot the one-electron angular asymmetry parameters vs. this shifted variable. Fig. 11.10 shows that in the sequential regime, the one-electron angular distribution at the main sequential peaks is indeed a simple Hertz dipole with $\beta_2 = 2$, $\beta_4 = 0$. At energies between the sequential peaks, both $\beta_2$ and $\beta_4$ decrease, producing a slightly broader distribution, but with the nodal line at $\theta = 90^\circ$ preserved for photon energies above the sequential threshold. This points to the fact
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Figure 11.11: One-electron angular distributions $P^{DI}(E_1, \theta_1)$ for TPDI from 9 fs $\sin^2$ pulses at different photon energies. The energies $E_1$ were chosen so that they correspond to a fixed energy difference, $\Delta E = 2E_1 - (2\hbar\omega + E_0)$ (see text). Apart from the 42 eV pulse, the distributions for a fixed value of energy sharing again look very similar. Note that the scale is quadratic.

Table 11.1: Asymmetry parameters for energy-integrated angular distributions $P^{DI}(\theta)$, for TPDI by 9 fs $\sin^2$ pulses. Note that the values of $\beta_4$ were multiplied by $10^2$.

<table>
<thead>
<tr>
<th>$h\omega$ [eV]</th>
<th>90</th>
<th>80</th>
<th>70</th>
<th>58</th>
<th>55.5</th>
<th>54</th>
<th>48</th>
<th>42</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_2$</td>
<td>1.993</td>
<td>1.991</td>
<td>1.988</td>
<td>1.984</td>
<td>1.957</td>
<td>1.947</td>
<td>1.806</td>
<td>1.688</td>
</tr>
<tr>
<td>$\beta_4 (\times 10^2)$</td>
<td>-0.576</td>
<td>-0.718</td>
<td>-0.932</td>
<td>-1.611</td>
<td>-2.658</td>
<td>-3.904</td>
<td>-0.232</td>
<td>27.895</td>
</tr>
</tbody>
</table>

that the process is dominated by the absorption of one photon by each electron. At energies “outside” the main sequential peaks, the nodal line also survives, but the distribution becomes elongated. This fits with the mechanism of post-collision interaction described above – the higher energies are reached when the electrons are emitted in the same direction. Assuming an underlying $\cos^2$ distribution, this is most likely along the laser polarization axis. Therefore, high-energy electrons are most likely observed along that axis as well. The angular distributions are shown for some specific values of $\Delta E$ in Fig. 11.11. As the photon energy is decreased to just above the threshold for nonsequential TPDI, the electrons interact more strongly, and ejection at $\theta = 90^\circ$ becomes significant.

In addition to the energy-resolved angular distribution, Table 11.1 lists the asymmetry parameters for the energy-integrated angular distribution $P^{DI}(\cos \theta)$. Above the sequential threshold, where almost all electrons are emitted in the sequential
peaks with uncorrelated angular distributions, $\beta_2$ is close to two, while $\beta_4$ is negligible. This resembles a Hertz dipole, given by $\beta_2 = 2, \beta_4 = 0$. As the photon energy is decreased to below the sequential threshold, the asymmetry parameters significantly deviate from the Hertz dipolar shape, due to the stronger interaction between the electrons.
12 Differential distributions: Pulse duration dependence

In this section, we explore the dependence of TPDI on the pulse duration $T$ ranging from $\sim 100$ attoseconds (the duration of the shortest pulses produced by high-harmonic generation [31]) to a few femtoseconds (the expected duration of XFEL pulse “bursts”).

In the nonsequential regime, energy-sharing between the electrons, and thus correlations, are a *conditio sine qua non* for double ionization to occur. By contrast, in “sequential” TPDI, each photon has sufficient energy to ionize one electron within an independent-particle model and electron-electron interaction, while present, is not a necessary prerequisite. As we have seen in the previous chapters, the final electron distribution contains contributions from pathways where the transitions happen within a short time of each other nonetheless. These are however strongly suppressed in long pulses and only visible on a logarithmic scale (cf. Fig. 11.1). By using the pulse duration as a control knob, it is possible to directly influence the average time delay between the two transitions (photon absorptions). In a pulse of just a few hundred attoseconds duration, the electrons are necessarily emitted within a short time of each other when double ionization occurs. Therefore, the concept of “sequential interactions”, valid for long pulses, becomes meaningless in attosecond pulses [53, 57, 61, 86]. Instead, the two-electron emission occurs almost simultaneously, and the strength of electron correlation in the exit channel can be tuned by the pulse duration $T$. In ionization by attosecond pulses, the duration of which corresponds to the timescale of the electronic motion in atoms, the breakdown of the independent-particle picture and strong coupling between the outgoing electrons is not imposed by the necessity of energy-sharing but is enforced by the ultrashort time between the two photoemission events occurring within $T$. Electron-electron interaction therefore plays a decisive role in the correlated final momentum distribution. In particular, the electrons are preferably emitted in a back-to-back configuration at approximately equal energy sharing, corresponding to a Wannier ridge configuration [40]. This configuration is usually observed when the available energy is just above the threshold for double ionization [181]. In that case, the only way for both electrons to be ejected is in a back-to-back configuration at approximately equal energy. In our case, the close proximity in time of the two photon absorption events induces this break-up mode. It has previously been observed in e-2e ionization processes [182] and also invoked in the classification of...
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Fig. 12.1 shows the two-electron energy distribution (previously investigated in [53, 57, 61, 86]) for two-photon double ionization at $\hbar \omega = 70\,\text{eV}$, using $\sin^2$ pulses of different total durations $T$, ranging from $T = 150\,\text{as}$ up to $T = 9\,\text{fs}$. For each pulse duration, the full distribution obtained from solving the TDSE is compared with the simple model from Eq. 11.1. As before (cf. Fig. 11.2), the simple model agrees with the full results very well. Although a slight difference is clearly visible for the shortest pulses, the agreement is still good. Therefore, the energy distributions do not help to elucidate the change in the electron dynamics as the pulse duration is varied. It does, however, reveal the breakdown of the sequential ionization picture with decreasing pulse duration $T$. For long pulses, two distinct peaks signifying the emission of the “first” electron with energy $E_1 = \hbar \omega - I_1$ and the “second” electron with $E_2 = \hbar \omega - I_2$ are clearly visible. For pulses of the order of one hundred attoseconds, a dramatically different picture emerges: the two peaks merge into a single one located near the point of symmetric energy sharing. This effect is not simply due to the Fourier broadening of the pulse (cf. [86]), which determines the uncertainty in the total energy $E_{\text{tot}}$ (i.e. the width along lines with $E_1 - E_2 = \text{const}$). Instead, the close proximity in time of the two emission events means that the energy of the intermediate state is not well defined, representing a clear departure from the independent-particle behavior. Differently stated, the time interval between the two ionization events is too short for the “remaining” electron to relax to
Figure 12.1: Energy distributions for TPDI with different pulse durations for $\sin^2$ pulses at $\hbar \omega = 70$ eV. For each duration, the upper plot shows the actual distribution, while the lower plot shows the distribution obtained with the simple model described in the text, obtained from second-order perturbation theory by neglecting correlation.
Figure 12.2: Double ionization rate $P_{DI}(\Delta E)/T$ (i.e. DI probability divided by the pulse duration) for TPDI by an XUV pulse at $\hbar \omega = 70\text{ eV}$ with different pulse durations $T$. For sufficiently long pulse duration, the DI rate converges to a stable value except near the peaks of the sequential process.

a stationary ionic state. This demonstrates the fact that in the limit of ultrashort pulses, the distinction between “sequential” and “nonsequential” ionization loses its significance. Although electron interaction is not necessary to achieve double ionization, it has a significant effect on the outgoing electrons. This has been called the “transient” regime previously [86], where the duration of the XUV pulse is comparable to the “correlation time” defined by $T_C = 2\pi/E_C \approx 139\text{ as}$, with $E_C = I_2 - I_1$ (cf. section 8.2). Note that the simple model presented previously does not include any electron correlation, but does include electron interaction in the sense that the ionization potentials for the first and second step are different. This amounts to the approximation that all the energy stored in the electrons’ mutual interaction is immediately converted into the kinetic energy of the free electron after the first transition.

Before turning to the observables showing the correlations induced by the electron interaction, we discuss the behavior of the energy distribution $P_{DI}(\Delta E)$ as the pulse duration is varied. A key indicator for sequential TPDI is that for sufficiently low intensities (when ground state depletion is negligible), the total yield scales with $P_{seq}^{DI} \propto \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} I(t)I(t')dt'dt \propto T^2$ [40, 57]. This is an immediate consequence of two independent subsequent emission processes, the probability for each of which increases linearly with $T$, such that $P_{seq}^{DI} \propto (P^I)^2 \propto T^2$. Equivalently, for each of the two processes a well-defined transition rate $W = \lim_{T \to \infty} P^I/T$ exists. This implies that the total rate $P_{seq}^{DI}/T$ of the two-step process grows linearly with $T$.
in the limit of long pulses, precluding the definition of a single cross section. By contrast, the nonsequential or direct double ionization probability $P_{\text{nonseq}}^{\text{DI}}$ scales linearly with $T$ and a converged transition rate exists in the limit of infinitely long pulses, $W = \lim_{T \to \infty} P_{\text{nonseq}}^{\text{DI}}/T$.

In the regime of sequential TPDI, the coexistence of both sequential and nonsequential contributions leads to a non-uniform scaling of the ionization yield with pulse duration over different regions of the electron emission spectrum. Fig. 12.2 shows the energy differential electron emission probability for different pulse durations, divided by $T$, $dW/d(\Delta E) = P_{\text{DI}}^{\text{seq}}(\Delta E)/T$. This quantity converges to a duration-independent cross section value (apart from constant factors) except near those values of the energy where the sequential process (with or without shake-up) is allowed [75]. The areas of the main sequential peaks grow linearly with $T$, indicative of an overall quadratic scaling characteristic for the sequential process (cf. Fig. 12.3a). If one divides the yield contained in the peak areas by $T^2$, the result is just proportional to the product of the single ionization cross sections for one-photon absorption from the He ground state and one-photon absorption from the He$^+$ ground state.

The region within which the linear scaling prevails (white in Fig. 12.3b) is determined by the pulse duration for two different reasons:

(i) Due to Fourier broadening, the photon energy is not well defined for a finite pulse, limiting the energy resolution. This determines the width of the sequential peak. Thus, if the broadened sequential peak overlaps with the final energy of interest, the long-pulse limit $P_{\text{DI}}^{\text{seq}}(E) \propto T$ can not be observed. This effect can be explained by the shape factor $G$ of second-order time-dependent perturbation theory and therefore is not connected directly to the dynamics of the process. As discussed in section 8.2, for a given deviation $|E_{\text{fin}}| - |E_{\text{ini}}|$ from energy conservation in each step, the total pulse duration $T$ has to be larger than $T_{\text{fin}} = 30.4/|E_{\text{fin}}|$ (in atomic units) to observe linear scaling with the pulse duration to within 3%. This limiting value is shown in Fig. 12.3b as a purple dashed line. The agreement with the full numerical solution is very good, i.e. the purple line almost exactly determines the region where linear scaling with the pulse duration prevails.

(ii) In addition to the energy uncertainty of the pulse itself and of the intermediate state energy, the electrons can exchange energy through their mutual interaction. There is an intrinsic maximum time delay $\tau_{\text{fin}}$ between ionization events that can lead to a specific combination of final energies of the ejected electrons. When the second electron is ionized at a time when the first electron is already far from the nucleus, the electrons cannot exchange a sufficient amount of energy. This implies that the pulse has to be considerably longer than this maximal delay in order to resolve all contributions to a specific final state.

In order to estimate the size of effect (ii), we employ a simple classical model. We assume that the first electron is emitted satisfying energy conservation, i.e. with
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Figure 12.3: (a) Scaling of TPDI yields with pulse duration $T$ at $\hbar \omega = 70$ eV. The green points are the total ionization yield $P^D$, the red squares give the differential yield at equal energy sharing $P^D(\Delta E = 0)$, and the blue diamonds give the differential yield closer to the sequential peak, at $\Delta E = 21$ eV. The dashed lines show fits to quadratic scaling with $T$ for the total yield, and fits to linear scaling with $T$ for the singly differential yield. At $\Delta E = 0$, i.e. far away from the sequential peaks, the scaling is linear for pulse durations of about 500 as, while closer to the peaks, the scaling only becomes linear for pulses longer than roughly 1500 as. (b) Contour plot of $P^D_{rel}(E,T)$. A value of 1 for $P^D_{rel}$ (white in the color scale used here) marks the region where linear scaling of the singly differential yield with pulse duration $T$ is observed. The orange lines indicate the positions of the peaks from the sequential process. The purple dashed and green dotted lines indicate the pulse durations $T^{(i)}_c$ and $T^{(ii)}_c$ after which linear scaling of the yield with $T$ is expected due to Fourier broadening of the sequential peak and because of the maximum time delay between the photon absorptions (see text).

energy $E_{SI} = \hbar \omega - I_1$. In order to reach a specific final state with energies $(E_1, E_2)$, the liberated electron has to gain or lose the energy $E_{diff} = \min(|E_{SI} - E_1|, |E_{SI} - E_2|)$ by interacting with the second electron. Therefore, the first electron can be at most a distance $r_{SI}(t^{(ii)}_c) = 1/E_{diff}$ from the core at the moment of the second photon absorption. Solving the classical equation of motion for the electron in the (screened) field of the nucleus leads to a critical time

$$t^{(ii)}_c = \frac{2\sqrt{\alpha (\alpha + 1)} - \ln \left( 2\alpha + 2\sqrt{\alpha (\alpha + 1)} + 1 \right)}{(2E_{SI})^{3/2}},$$

(12.1)

with $\alpha = E_{SI}/E_{diff}$. Note that $t^{(ii)}_c$ represents an upper limit for the maximum time
delay between the electron ejections, as it assumes that all the energy contained in the electron-electron interaction is transferred to only one of the electrons. In order to resolve all contributions leading to a specific final state, the pulse has to be considerably longer than the maximum classical time delay between the electron ejections. We here choose $T_c^{(ii)} \approx 10t_c^{(ii)}$, indicated in Fig. 12.3b as a dotted green line.

The fact that the timescale $T_c^{(ii)}$ obtained from the simple classical model is shorter than the time $T_c^{(i)}$ from the shape factor $G$ points to a possible explanation of why the simple model introduced earlier describes the energy spectrum so well: the intrinsic (classical) timescales of the process are of a similar magnitude, but shorter than the timescale introduced by the shape function, such that the spectrum is dominated by the effects from the system-independent shape function.

Fig. 12.3b displays the estimates $T_c^{(i,ii)}$ and the fraction of double ionization probability that scales linearly with $T$ as a function of emission energy and pulse duration,

$$P_{rel}^{DI}(\Delta E, T) = \frac{P^{DI}(\Delta E, T)}{P^{DI}(\Delta E, T_{max})} T_{max},$$

(12.2)

where $T_{max} = 9\text{ fs}$ is the longest pulse we used. $P_{rel}^{DI}$ takes on the value one when the double ionization probability at energy difference $\Delta E$ shows linear scaling with pulse duration. We note that the estimate of effect (ii) could be validated in a time-independent perturbation theory calculation. The latter does not show Fourier broadening but introduces an effective cutoff for the interaction time $t_c^{(ii)}$ because of the limited box size. The non-uniform scaling with $T$ described here should occur for any photon energy where the sequential process is allowed. This is confirmed by calculations at $\hbar\omega = 91\text{ eV}$, shown in Fig. 12.5.

### 12.2 Shake-up interferences

The additional structures at higher ($E \approx \hbar\omega - I_2 + E_2$) and lower ($E \approx \hbar\omega - I_1 - E_2$) energies visible in Figs. 11.1, 11.6, 11.8, 11.10, and 12.2 originate from shake-up satellites in He$^+$ which can serve as intermediate states for two-photon double ionization. In the shake-up process, the He$^+$ ion is left in an excited state, while the free electron obtains an energy of $E'_1 = \hbar\omega - I_1 - E_n$ (in the sequential limit). In the long-pulse limit, this simply leads to the appearance of shake-up satellite lines at energies $E'_1$ and $E''_2 = \hbar\omega - I_2 + E_n$ in the one-electron energy spectrum. These lines are strongly suppressed compared to the “main” sequential lines without shake-up, as the transition matrix elements involved are smaller.

---

8 which includes only the shape factor and the difference in ionization energies for the first and second step, but neglects correlation.
For short pulses up to a few femtoseconds duration, nonsequential (or direct) double ionization from the channel without shake-up is therefore larger or comparable to the contribution of the shake-up channel even at the positions of the peaks of the sequential process. The electrons can then reach the same final energies either through nonsequential TPDI without shake-up or through sequential TPDI via He\(^+\)(nl) (n > 1) in the sequential process. Both indistinguishable pathways lead to the same final state and thus to an interference pattern in the double ionization yield, as observed in Fig. 12.2. This interference bears some resemblance to the well-known exchange interference between e.g. photo-electrons and Auger electrons [183–186]. There is, however, a fundamental difference: while the exchange interference is intrinsically controlled by atomic parameters, namely the energy and lifetime of the Auger electron, the novel interference observed here is truly a dynamical effect present only for short pulses and can be controlled by the pulse duration T. This interference effect, described in [41] was observed at about the same time by Palacios et al. [88].

As the dependence of the yield on the pulse duration is different for the different channels (proportional to T for the nonsequential channel, proportional to T\(^2\) in the sequential channel), the observed spectrum strongly changes with pulse duration. For short pulses (T < 1000 as, cf. Fig. 12.2), the yield is completely dominated by the nonsequential channel without any trace of a shake-up interference. As the pulse duration is increased, the sequential channel with shake-up becomes increasingly important. As expected from the interference of a relatively sharp peak with a smooth background, the peak resembles a Fano lineshape [159]. Thus, the position of the maximum is shifted from the position expected in the limit of infinitely long pulses. Even for relatively long pulses (T = 9 fs), approaching the duration of
XFEL pulses, the position of the shake-up peak in the one-electron energy spectrum $P_{DI}^{DI}(E)$ is shifted by a considerable fraction of an electron Volt. The structural similarity to a Fano resonance suggests to characterize the interference in terms of Fano resonance parameters for the position $E_F(T)$, width $\Gamma(T)$, and asymmetry $q(T)$, as well as its strength $I_F(T)$ (Fig. 12.4). To apply Fano’s parametrization [159], the calculated energy spectrum $P_{DI}^{DI}(E)$ is divided by the nonresonant spectrum $P_{DI}^{\text{D}}(E)$ (11.1). This simple model is similar to that proposed by Palacios et al. [88], as well as the time-independent model by Horner et al. [75, Eq. (8)].

As seen before, this fits the form of the spectrum away from the shake-up satellite peaks very well. A background contribution $c_{bg}$ is added to account for the different angular distributions of the different channels, which prevent complete interference. This gives

$$\frac{P_{DI}^{DI}(E)}{P_{DI}^{\text{D}}(E)} = c_{bg} + c_F \frac{(q\Gamma/2 + E - E_F)^2}{(E - E_F)^2 + (\Gamma/2)^2}.$$  \hspace{1cm} (12.3)

The fitting procedure used here only works well for pulse durations $T \geq 3 \text{fs}$, as for shorter pulses, the shake-up peak is strongly suppressed and considerably broadened. Fig. 12.4 illustrates the dependence of the obtained parameters on the pulse duration, confirming the expected behavior: for long pulses, the peaks converge to the satellite lines, i.e. Lorentzians of vanishing width, such that $E_F \rightarrow \hbar \omega - I_2 + \mathcal{E}_n$, $(E_F \rightarrow \hbar \omega - I_1 - \mathcal{E}_n)$, $\Gamma \rightarrow 0$, $|q| \gg 1$. The overall strength $I_F$ of the shake-up peak relative to the nonresonant background is obtained from the integral over the Fano lineshape, $I_F \propto c_F(q^2 - 1)\Gamma$. $I_F$ grows approximately linearly with $T$, confirming the scaling of the sequential shake-up channel with $T^2$ versus the scaling of the nonresonant background with $T$ (Fig. 12.4c). Also shown in Fig. 12.4a is the position $E_{\text{max}}$ of the maximum of the spectrum $P_{DI}^{DI}(E)$ without any further processing.

The effects of this shake-up interference could possibly be observed in XFEL pulses, which reach focused intensities of up to $10^{16}$ W/cm$^2$ [21]. To confirm that the results shown here (calculated for $10^{12}$ W/cm$^2$) also apply for these high intensities, we performed an additional calculation at a peak intensity of $I_0 = 5 \cdot 10^{15}$ W/cm$^2$ with a $\sin^2$ pulse of total duration $T = 9 \text{fs}$. The shape of the differential yield $P_{DI}(E)$ (not shown) is almost unchanged compared to the result at $10^{12}$ W/cm$^2$ peak intensity, even though the ground state survival probability is only 20%. The total double ionization probability is $P_{DI} = 36\%$, i.e. more than a third of the helium atoms in the laser focus are doubly ionized. Even though the yield in the shake-up peak is only 0.6% of the total yield for that duration, this could be seen in experiment as only the integrated one-electron energy spectrum has to be observed. Moreover, from the position, strength and asymmetry of the interference peaks, information on the poorly known pulse duration of XFEL pulse “bursts” could possibly be deduced.

The results shown up to now were obtained at a photon energy of $\hbar \omega = 70 \text{eV}$, where only the $n = 2$ shake-up channel plays a role. While the qualitative behavior
12.3 Angular correlations

The attosecond-pulse induced dynamical electron correlation becomes more clearly visible in the angular distributions. We again start by examining the energy-
Figure 12.6: Joint angular distribution $P_{DI}(\theta_1, \theta_2)$ for TPDI from $\sin^2$ pulses at $\hbar \omega = 70$ eV for different pulse durations. For each plot, $\theta_1$ is fixed to a specific value (indicated by the black arrow), while $\theta_2$ is scanned. While long pulses $T \geq 3$ fs show independent dipolar distributions for the two electrons, attosecond pulses lead to strong back-to-back emission. Note that the scale is quadratic in order to ensure that the area under the curve in the polar plot graphically corresponds to the probabilities.

integrated joint angular distribution $P_{DI}(\Omega_1, \Omega_2)$, cf. Fig. 12.6. We choose a coplanar geometry (azimuthal angles $\phi_1 = \phi_2 = 0^\circ$), as calculations in non-coplanar geometry lead to the same conclusions. In the limit of “long” pulses ($T = 9$ fs), the joint angular distribution approaches the product of two independent Hertz dipoles, each of which signifies the independent interaction of one electron with one photon. Consequently, also the conditional angular distribution $P_{DI}(\theta_1, \theta_2)$ corresponds to a Hertz dipole. With decreasing pulse duration, the distribution is strongly modified and develops a pronounced forward-backward asymmetry. The conditional probability for the second electron to be emitted in the same direction as the first is strongly suppressed. This strong preference for back-to-back emission for $T \leq 300$ as persists after integration over the electron energies, i.e. it does not only occur for some specific choice of energy sharing. Nevertheless, approximately equal energy sharing dominates (cf. Figs. 12.1 and 12.2). Thus, the dominant break-up mode induced by an attosecond pulse corresponds to the “Wannier ridge” configuration [181]. This resembles the nonsequential TPDI regime (cf. Fig. 12.7), where only back-to-back configurations are observed as well. As we have previously discussed, in that process only electrons ionized within a short time of each other can be observed even in long pulses. Thus, the similarity of the joint angular distributions in ultrashort pulses and in nonsequential TPDI is not surprising.
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Figure 12.7: Joint angular distribution $P^{DI}(\theta_1, \theta_2)$ for TPDI for ultrashort sequential and long nonsequential pulses. All pulses had a $\sin^2$ envelope. For each plot, $\theta_1$ is fixed to a specific value (indicated by the black arrow), while $\theta_2$ is scanned. Note that the scale is quadratic in order to ensure that the area under the curve in the polar plot graphically corresponds to the probabilities.

In order to better quantify the attosecond-pulse induced correlation, we again investigate the mutual information $\mathcal{I}_{\Omega_1, \Omega_2}$ (11.6) of the joint angular distribution $P^{DI}(\Omega_1, \Omega_2)$. Fig. 12.8a shows that the mutual information, negligible in long pulses, strongly increases as the pulse duration is decreased. Furthermore, the pulse duration dependence of the mutual information follows a power law, $\mathcal{I}_{\Omega_1, \Omega_2} \propto 1/T^b$, with $b \approx 1.40$. The reason for this power law dependence as well as the significance of the exponent are still under investigation.

The power law decay of the mutual information persists up to the longest pulses considered here ($T = 9 \text{ fs}$). However, the value of $\mathcal{I}_{\Omega_1, \Omega_2}$ is expected to converge to a non-zero value even in the limit of infinitely long pulses. While in that case, the nonsequential contributions are negligible, the (sequential) shake-up ionization processes always occur with the same relative probability compared to the main sequential pathway. For shake-up channels, the fact that the eigenstates of the He$^+$ ion are degenerate in angular momentum means that the remaining shake-up electron will be in a superposition of states that depends on the angular momentum of the ejected electron. Therefore, there is non-vanishing angular correlation between the electrons even when the (average) time delay between the ejections becomes very large. Consequently, the mutual information is expected to approach a stable non-zero value in the limit $T \to \infty$. For the longest pulses we used ($T = 9 \text{ fs}$), the dominant contribution to the mutual information still comes from nonsequential
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\( \mathcal{I}_{\Omega_1, \Omega_2} \) for TPDI at \( \hbar \omega = 70 \text{ eV} \) for \( \sin^2 \) pulses of different total duration \( T \). The inset shows the same data using a log-log scale. The fit shows that the mutual information follows a power law dependence, with \( b \approx 1.40 \). (b) shows \( \mathcal{I}_{\Omega_1, \Omega_2} \) of the ground state propagated without electron interaction. The system is prepared in the ground state of the full Hamiltonian, and then propagated without interaction between the electrons. This leads to a quick relaxation and decay of the angular correlations within a few attoseconds.

It is now instructive to inquire into the origin of the strong angular correlations observed for short pulses. Three different sources can be distinguished:

(i) Correlations in the helium ground state. Due to Coulomb repulsion, the electrons in the ground state are not independent of each other. For ultrashort pulses, TPDI can thus be interpreted as a probe that maps out the initial-state correlations.

(ii) Induced dipole polarization in the intermediate state. When the first electron leaves the core, its electric field induces polarization of the remaining ion, leading to an asymmetric probability distribution of the second electron. The second photon then probes the dynamics in this bound-free complex, such that TPDI can be interpreted as a pump-probe setup.

(iii) Final-state electron-electron interaction in the continuum. After the second electron has been released within the short time interval \( T \) as well, their mutual repulsion may redirect the electrons.

While the dividing line between those mechanisms is far from sharp, the present time-dependent wave packet propagation can shed light on their relative importance since they occur on different timescales. The pulse parameters (energy and
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duration) determine the relative influence of these mechanisms on the observed angular correlations. Note that these are different timescales than for energy correlations (e.g. [86]) since angular momentum, not energy, is exchanged between the electrons. The correlations are therefore not determined by the shape function \( G \), and system-specific dynamics can be observed.

Relaxation of the ground-state angular correlations (i) is expected to occur on the timescale of the orbital period of the residual electron. As the remaining one-electron wave function is mostly in the \( n = 1 \) and \( n = 2 \) shells, the timescale for this relaxation can be estimated as \( t_{(i)} \approx \hbar/(E_2 - E_1) \approx 16 \text{ as} \), where \( E_n \) is the binding energy in the \( n \)-th shell of the He\(^+\) ion. We have verified this timescale by starting a simulation in the ground state of the He atom and then suddenly switching off electron interaction. In the ground state, the electrons are correlated because of their mutual Coulomb repulsion. In the coupled angular momentum basis, the correlation is present because of the admixture of partial waves with non-zero single electron angular momenta \( l_1, l_2 \). After the electron-electron interaction has been turned off, the angular correlations quickly decay. Fig. 12.8b shows this decay by plotting the mutual information in the angular distribution as a function of time for the helium ground state propagated without electron-electron interaction. The correlations disappear within a few attoseconds. Therefore, ground-state correlations can become visible only for pulses with durations much shorter than those investigated here.

The timescale for induced dipole polarization (ii) can be estimated by the time the first electron takes to escape to a distance where it does not influence the remaining bound electron strongly. We choose a distance of 10 a.u., for which the polarization of the He\(^+\) ground state by a classical electron at that distance is negligible. The time necessary for the first electron to reach this distance after absorbing a 70 eV photon is about 120 as and thus of the order of the pulse lengths \( T \) considered. For higher photon energies, the first electron escapes more quickly, decreasing the importance of this effect. In order to verify this energy dependence, we have performed calculations at various photon energies for \( T = 75 \) as. Fig. 12.9 demonstrates that for higher energies the asymmetry of the joint angular distribution is indeed strongly reduced.

Long-range Coulomb interactions in the continuum (iii) extend over much longer timescales, which strongly depend on the relative emission angles and energies of the electrons, i.e. \( |k_1 - k_2| \). For example, for two electrons ejected in the same direction and with similar energies, the interaction will last much longer than for ejection in opposite directions. This can be verified by using an ultrashort pulse to start a two-electron wave packet in the continuum and observing the evolution of the joint angular distribution after the laser pulse is switched off (Fig. 12.10). Directly after the pulse, the distribution of the electrons shows a decreased probability for ejection on the same side of the nucleus (primarily because of (ii)), but the lobes in forward and backward direction still mostly retain the shape expected from a
dipole transition. As time passes, continuum final-state interactions (post-collision interactions) persist and the joint angular distribution develops a pronounced dip at equal ejection angle. The change at larger relative angles is almost negligible. The importance of the electron-electron interaction in the continuum is underlined by the angular mutual information \( I_{\Omega_1,\Omega_2} \), evaluated at different times after the end of the pulse (Fig. 12.11). \( I_{\Omega_1,\Omega_2} \) increases by a factor of four within the first femtosecond after the end of the pulse, after which it has almost reached its limiting value. A large part of the strong angular correlation observed in ultrashort pulses is thus shown to stem from electron-electron interaction after both electrons have been released into the continuum.

One remarkable feature of the conditional angular distribution is the persistence of the nodal plane at \( \theta = 90^\circ \). While correlation effects strongly perturb the shape of the independent-particle dipolar shape, the nodal plane expected for the angular distribution of two electrons absorbing one photon each is preserved almost completely. Note that this also holds true in the nonsequential TPDI regime for energies approaching the sequential threshold (cf. Fig. 12.7). This is further evidence of the fact that also in the nonsequential regime, the dominant intermediate states are the singly ionized states without shake-up. This is in contrast to one-photon double ionization, where only one electron absorbs the photon energy and electron ejection at angles normal to the polarization axis is indeed observed [187].

We now turn to differential quantities characterizing the angle-energy correla-
Figure 12.10: Joint angular distribution $P^{DI}(\theta_1, \theta_2)$ for different waiting times $\tau$ after the end of the pulse, for TPDI from a 70 eV 150 as pulse. The projection on products of Coulomb waves is performed directly after the end of the laser pulse ($\tau = 0$ as), and then at successive intervals up to $\tau = 1000$ as after the pulse. The distribution shows a redirection of the two electrons in the continuum, due to post-collision interaction. For each plot, $\theta_1$ is fixed to a specific value (indicated by the black arrow), while $\theta_2$ is scanned. Note that the scale is quadratic.
of the two electrons. For the shortest pulses, the electrons are dominantly ejected in opposite directions independent of energy, as observed previously. As the duration is increased, the asymmetry at the main sequential peaks vanishes as the electrons are essentially uncorrelated. For energies in between the two main peaks at $E_1 = \hbar \omega - I_1$ and $E_2 = \hbar \omega - I_2$, the electrons are emitted in opposite directions. This is precisely because these final state energies are reached only when the two electrons are ejected in such a configuration. This back-to-back Wannier-like emission near equal energy sharing remains pronounced even for long pulses.

For energies outside the energy interval delimited by the sequential peaks, the asymmetry is equally strong, but now positive, pointing to the same emission direction for both electrons. When the second electron is emitted in the same direction as the first one, the post-collision interaction [176–179] tends to increase the asymmetric sharing of the available energy [42]. The dividing line between the two different regimes of ejection (in opposite or in the same direction) is quite sharp and lies directly at the position of the sequential peaks. The width of the switchover between the two regimes seems to be given by the spectral width of the pulse, and not by an intrinsic property of the process. Thus, the pulses here are not yet long enough to determine whether there is a step-like behavior with vanishing width in the limit $T \to \infty$, or whether there is some intrinsic width in the switch of the angular distribution from back-to-back emission to emission in equal directions.
Figure 12.12: Energy-resolved mutual information $I_{\Omega_1,\Omega_2}(\Delta E)$ for TPDI at $\hbar \omega = 70$ eV for different pulse durations. The vertical lines show the expected positions of the peaks for the sequential process (with and without shake-up).

A more complete representation of the two-electron energy and angular correlations is presented in Fig. 12.14 for a pulse duration of $T = 900$ as. While the height gives the joint probability $P^{DI}(E_1, E_2)$, the color represents the asymmetry distribution $A(E_1, E_2)$. The borderline between positive and negative $A$ (i.e. $A = 0$, white) is at the peaks associated with the sequential process. In the central region in between the main sequential peaks the emission is preferentially on opposite sides while emission into the same hemisphere prevails outside the main peaks.

Additional insights can be gained from a projection of the two-electron momentum onto the energy-angle plane,

$$P^{DI}(E_1, \theta_1, \theta_2) = \int dE_2 P^{DI}(E_1, E_2, \Omega_1, \Omega_2),$$

where we again choose coplanar geometry. This distribution is shown for various pulse durations and fixed values of $\theta_1$ in Fig. 12.15. In order to allow comparison of the distributions, we rescale the probability distributions by $T^{-3}$. In the sequential regime, the total double ionization probability scales with $T^2$, while the width of the main peaks in energy scales with $T^{-1}$. The height of the peaks therefore scales roughly with $T^3$, at least as long as there are still two well-separated peaks.

While for long pulses the energy of the emitted electrons is independent of the relative emission angle, strong energy-angle correlations appear for short ($T \leq 900$ as) pulses. If the electrons are emitted in the same direction ($\theta_1 = \theta_2$), the slower electron is slowed down while the other one is accelerated relative to the energies
Figure 12.13: Forward-backward asymmetry $A(E_1)$ for TPDI by an XUV pulse at $\hbar \omega = 70 \text{ eV}$, for different pulse durations $T$. The gray lines show the expected positions of the peaks for the sequential process (with and without shake-up).

reached for $T \to \infty$. Hence, the slow electron “pushes” the fast electron from behind, transferring part of the energy absorbed from the photon field to the faster electron. This is the post-collision interaction [177–179] first observed by Barker and Berry in the decay of autoionizing states excited through ion impact [176]. Conversely, if the electrons are emitted in opposite directions ($\theta_1 = \theta_2 + 180^\circ$), their energies tend towards equal energy sharing, i.e. the slower electron is accelerated, while the faster one is slowed down. For emission in a back-to-back configuration within a short time interval, the screening of the core is reduced for the first, faster electron compared to the long-time limit, where the nucleus is perfectly screened by the remaining electron. Equivalently, the second, slower electron still feels the repulsion of the first electron and therefore gains more energy in comparison to the long-time limit, where it only feels the Coulomb attraction of the nucleus.

For ultrashort pulses ($T \leq 300 \text{ as}$), the dominant channel is then back-to-back emission at equal energy sharing ($E_1 \approx 30 \text{ eV}$ at $\hbar \omega = 70 \text{ eV}$). This can now be seen to occur due to the combination of two effects – the angular correlation only allows emission in a back-to-back configuration, which in turn shifts the energy distribution towards equal energy sharing. As noted before, the resulting configuration corresponds precisely to the Wannier ridge riding mode [181]

Another interesting feature in the angle-energy distribution occurs for $\theta_1 = 90^\circ$ for the longest pulse ($T = 9000 \text{ as}$, cf. Fig. 12.15j). Here, the “main” sequential peak is strongly suppressed due to the dipolar emission pattern of the electrons, which has a node at $90^\circ$. However, this node is not present for shake-up ionization if the
12.4 Nuclear recoil

We now turn to the recoil ion momentum probability distributions \( P^{DI}(Q_x, Q_z) \) (cf. section 6.3), which can be experimentally obtained using COLTRIMS. We fix the photon energy at \( \hbar \omega = 70 \text{eV} \) and scan the pulse duration (Fig. 12.16). As before (section 11.2), we compare the actual distributions with distributions obtained by assuming a product of \( \cos^2 \theta \) angular distributions for the electrons in order to clearly see the effects of angular correlation. As the photon energy is in the sequential regime, two distinct rings can be observed in the longer pulses.

The intermediate state of the He\(^+\) ion does not have \( s(l = 0) \) symmetry. In that case, the free electron does not necessarily have to be in a \( p \) state. For example, for shake-up ionization via \( |2p\rangle \), the free electron is in a superposition of \( s \) and \( d \) waves, which do not show the node at \( \theta = 90^\circ \). Therefore, for long pulses, the dominant emission at \( \theta_1 = 90^\circ \) occurs via the shake-up pathway, and the peaks at \( \hbar \omega - I_1 - \mathcal{E}_2 \) and \( \hbar \omega - I_2 + \mathcal{E}_2 \) are dominant. In addition, it can be observed that it is more likely for the slower electron to be emitted at \( 90^\circ \). In the shake-up channel, the slower electron is the one that is first emitted, as \( \hbar \omega - I_1 - \mathcal{E}_2 < \hbar \omega - I_2 + \mathcal{E}_2 \).

Figure 12.14: Combined double ionization probability \( P^{DI}(E_1, E_2) \) and forward-backward asymmetry \( \mathcal{A}(E_1, E_2) \) for TPDI by an XUV pulse at \( \hbar \omega = 70 \text{eV} \) with a duration of 900 as. The \( z \)-axis gives \( P^{DI}(E_1, E_2) \) (in arbitrary units), while the color encodes the asymmetry, with blue signifying the largest negative values (ejection in opposite directions) and red signifying the largest positive values (ejection in the same direction). Vanishing \( \mathcal{A} \) corresponds to white. For energies where \( P^{DI}(E_1, E_2) \) is negligible (\( \leq 10^{-3} \) on the scale used here), the color is set to gray.
Figure 12.15: Angle-energy distributions $P(E_1, \theta_1, \theta_2)$ in coplanar geometry at 70 eV photon energy for different pulse durations ($T = 300 \text{ as}$, $T = 900 \text{ as}$, and $T = 9000 \text{ as}$). The scale is arbitrary but identical for all distributions, with a scaling factor of $1/T^3$. The white lines indicate the emission angle $\theta_1$ of the first electron.
Figure 12.16: Recoil ion momentum distribution for TPDI at $\hbar \omega = 70$ eV from $\sin^2$ pulses of different durations. For each duration, the upper plot shows the actual distribution, while the lower plot shows the distribution obtained with a product of dipoles as the angular distribution.
(\(T \geq 900\text{ as}\)). These stem from the fact that the electrons are either emitted with momentum \(k_1 = \sqrt{2(h\omega - I_1)}\) or \(k_2 = \sqrt{2(h\omega - I_2)}\). The angular emission pattern in the long-pulse limit is a Hertz dipole for both electrons, such that emission on the laser polarization axis is strongly favored. Consequently, the ion momentum shows peaks close to \(Q = \pm (k_1 \pm k_2)\). These positions are marked by the white circles in Fig. 12.16.

For the “long” pulses, the actual distributions look very similar to the distributions obtained using the \(\cos^2 \theta_1 \cos^2 \theta_2\) angular distribution, pointing towards little angular correlation. As the pulse duration is decreased, two factors influence the recoil ion momentum distribution. For one, the momentum distribution of the electrons is broadened, with the two distinct peaks merging to a single one at equal energy sharing for ultrashort pulses (cf. Fig. 12.1). This leads to the disappearance of the clear two-peak structure and the development of a single peak around zero recoil ion momentum. Secondly, the angular distributions transform from a uncorrelated product of \(\cos^2 \theta\) distributions to a strongly correlated distribution favoring back-to-back emission. This leads to a suppression of the distribution for large ion momenta.

The distributions obtained with purely dipolar emission of the electrons reveal that a large part of the change in the recoil ion momentum distribution as the pulse duration is varied is due to the change of the energy distribution. As we have noted before, the energy distribution does not carry a lot of information about the dynamics of the process. The only information entering into the simple model (11.1), which reproduces the observed energy distributions very well, is the difference of the two ionization potentials \(I_2\) and \(I_1\). The angular correlations, which reveal the more detailed dynamics of the two-photon double ionization process, exert some influence on the recoil ion momentum distribution, but are only important for the very shortest pulses (\(T \approx 150\text{ as}\)).
Summary

In conclusion, we have presented a detailed study of the dynamics of the two-photon double ionization process in helium, for photon energies both in the so-called “non-sequential” and “sequential” regime, and for a wide range of ultrashort pulse durations (150 as to 9 fs). We have shown how electron-electron interaction, and thereby correlation, influences the observed energy spectra and angular distributions.

In particular, we have determined well-converged results for the total and triply differential (generalized) cross sections for nonsequential TPDI. The total cross sections agree reasonably well with a number of recently published papers [55, 58, 70, 75, 80, 82, 88], but disagree with others [50, 68]. While the uncorrelated results of [62] fit well with our data, the $J$-matrix results that account for correlation, also presented in [62], are larger by almost an order of magnitude. In our approach, the inclusion of correlation in the final double continuum states is bypassed by waiting long enough after the end of the pulse before performing the projection onto uncorrelated final states.

We have also investigated approximate methods to extract both the triply differential and total cross sections for nonsequential two-photon double ionization directly from the wave packet in coordinate space, thereby completely avoiding projection onto (uncorrelated) final states. The excellent agreement between these complementary methods provides a measure for the reliability and accuracy of the calculated cross sections.

Additionally, we have investigated the pulse duration dependence of the extracted cross sections. In most of the previous time-dependent approaches ten-cycle pulses were employed. The resulting broad spectral width then prevents the extraction of converged cross sections. This becomes evident from our calculations with considerably longer pulses, especially at photon energies above $\sim 50$ eV near the threshold for sequential ionization. As the photon energy approaches the sequential threshold, the intermediate state in the two-photon transition is almost on-shell, and the total two-photon double ionization cross section strongly increases. Above the threshold, the total cross section is undefined. Our own results for ten-cycle pulses, where the threshold behavior disappears completely, agree very well with the uncorrelated data from [62] and the results from [58] and [82].

Furthermore, we have shown that the energy distributions for TPDI can be explained completely by the shape factor of second-order time-dependent perturbation theory. As long as shake-up ionization is not allowed in the first step, the only system-specific quantity that is reflected in the angle-integrated distributions is the
energy difference between the first and second ionization potentials, or “correlation energy” \( E_C = I_2 - I_1 \). This implies that the shape of the energy distribution is almost independent of the photon energy, which only determines the accessible final states.

The one-electron ionization rate \( P^{DI}(E)/T \) converges to a stable value with increasing pulse duration for energies away from the sequential peaks \( (E = \hbar \omega - I_1 \) and \( E = \hbar \omega - I_2 \)), giving rise to a well-defined (direct) differential double ionization cross section. However, near the peaks where the sequential process is allowed, \( P^{DI}(E)/T \) grows with \( T \). We have thus observed a non-uniform scaling of the double ionization probability with pulse duration.

If the photon energy is large enough to allow for shake-up ionization, i.e. ionization of He and simultaneous excitation of the remaining He\(^+\) ion, a new kind of interference effect can be observed. Even though in this spectral range the sequential process is allowed, both the direct and sequential processes co-exist, giving rise to interferences which are induced by the short time correlation between the two emission events. This interference occurs between the nonsequential contributions of the channel without shake-up and the sequential shake-up channel, where the intermediate state after one-photon absorption is an excited state of the He\(^+\) ion. In attosecond pulses, the nonsequential channel dominates, while in long pulses (longer than the 9fs used here), only the sequential shake-up channel is visible. For pulse durations of a few femtoseconds, as obtained in X-ray free-electron lasers, the two channels are similarly important, such that there is strong interference. These interferences may open up the possibility to measure the duration of ultrashort XUV pulses in the femtosecond regime.

More information about the dynamics of the system is encoded in the angular distributions of the electrons. We have found that the electrons at the primary sequential peaks are essentially uncorrelated, while strong correlation is present for all other final energies. For electron energies between the sequential peaks, i.e. close to equal energy sharing, the electrons are almost exclusively emitted in a back-to-back configuration. Outside the main peaks, the situation is reversed and the electrons are emitted preferentially in the same direction. For both of these cases, the two-lobed structure of a dipole transition from an \( s \) state is still visible, most clearly in the strong suppression of emission at an ejection angle of 90\(^\circ\) to the laser polarization axis.

In order to quantify the amount of angular correlation of the two electrons, we have compared different measures, in particular the mutual information in the angular degrees of freedom, \( I_{\Omega_1, \Omega_2} \), and the von Neumann entropy of the one-particle angular density matrix, \( S_\Omega \). The mutual information is a purely classical quantity, measuring the amount of information gained about the emission direction of one electron by knowing the emission direction of the other one. \( S_\Omega \), on the other hand, measures the uncertainty (or entropy) in the quantum-mechanical angular state of one electron, an uncertainty that is created because of its correlation with the
other electron. Both of these measures show the same qualitative behavior, with minima at the positions of the primary sequential peaks, and pronounced maxima at the energies where the shake-up interference dominates. The exact mechanism which leads to the strong correlation at the position of the interference is still under investigation.

The correlation in the energy-integrated angular distribution, as measured by its mutual information content, is large for photon energies in the nonsequential regime. When the photon energy is increased to above the threshold for sequential ionization, the emission pattern of the electrons is dominated by the sequential process, where there is very little angular correlation. Thus, the mutual information drops steeply as the threshold is crossed. However, by using ultrashort pulses, it is possible to again induce interaction between the electrons. The mutual information shows a simple dependence on the pulse duration, $I_{\Omega_1,\Omega_2} \propto T^{-1.4}$, leading to a marked increase for ultrashort pulses of a few hundred attoseconds duration.

We have thus shown that attosecond XUV pulses can be used to probe, induce, and control electron correlation in two-photon double ionization. In such pulses, the scenario for “sequential” two-photon double ionization breaks down. Due to the small time interval between the two photoabsorption processes dynamical electron-electron correlations can be tuned by the pulse duration $T$. The angular and angle-energy distributions reveal the signatures of electronic correlation induced by the Coulomb interaction in the intermediate bound-free complex and in the final state with both electrons in the continuum. In ultrashort pulses, where the distinction between sequential and nonsequential processes breaks down, two well-known scenarios, the Wannier ridge riding mode and the post-collision interaction process, are simultaneously present in the two-electron emission spectrum. The favored emission channel is the Wannier ridge riding mode of back-to-back emission at equal energies.

13.1 Outlook

There are still some open questions on the topic of two-photon double ionization. For one, the simple scaling of the angular mutual information with pulse duration for photon energies in the sequential regime remains unexplained. In addition, the (joint) angular distributions of the two electrons at the position of the shake-up interference effect have not been explained yet. In particular, the strong maxima in the energy-resolved angular mutual information indicate very strong correlation. The origin of this strong angular correlation is a topic for further investigation.

A promising extension of the current results is the use of chirped pulses, i.e. pulses with a time-dependent frequency. In a recent publication, Lee et al. [90] demonstrated that the two-electron momentum distributions for TPDI strongly depend on the chirp of attosecond pulses. Such pulses can therefore be used to pro-
vide an additional “control knob” to influence the electron dynamics on ultrashort time scales. The influence of the chirp on the interference effect between sequential shake-up ionization and nonsequential ionization is particularly important with regard to the possible application of this effect as a measure for the pulse duration of XUV pulses.

Apart from TPDI from a single pulse, many other processes can be (and have been) studied using our approach for solving the time-dependent Schrödinger equation, such as pump-probe setups using two different pulses. One of the long-standing goals of attosecond science is to perform pump-probe measurements using two XUV pulses [72]. We have previously investigated such a setup for studies on doubly excited states of helium [38]. However, XUV-XUV pump-probe measurements are experimentally very challenging because of the need to produce two synchronized attosecond pulses with large intensities, variable time delay, and different mean photon energies.

Experimentally, it is thus favorable to perform pump-probe measurements using an XUV attosecond pulse and a synchronized IR pulse, and exploiting the subcycle dynamics of the electrons in the infrared field. In a pioneering experiment, Uiberacker et al. [188] created a Ne⁺ ion in a superposition of excited shake-up states by XUV-photoionization. The dynamics of this shake-up wave packet are then probed by tunnel ionization in the IR pulse. The overall stepwise structure of the resulting double ionization yield as a function of delay time can be explained by incoherent tunneling of the excited shake-up states. However, sub-structures, mainly in the form of small dips superimposed on the signal, point to additional coherent effects such as population transfer between the shake-up states or quantum beats in the corresponding wave packet. The presence of the IR field also significantly affects the shake-up process itself. In addition, electron-electron interactions could play an important role as well. These effects, which are also present in the helium atom, can be studied in detail using our code, without the need to resort to approximations.

Another important application of XUV-IR pump-probe setups is attosecond streaking [189, 190], where the IR pulse imparts a momentum shift on the photoelectrons created by the XUV pulse. The magnitude and sign of this shift are determined by the vector potential of the infrared field at the time of release of the electron. Recently, this technique has been used to measure an apparent time delay of ~100 as between conduction band electrons and core electrons ejected from a Tungsten surface [191]. A current topic of research is the application of this concept to shake-up ionization, in order to determine whether there is an apparent delay between ionization of helium with and without shake-up of the ion. A conceptually interesting question here is whether an observed delay in the streaking curves corresponds to a “real” time delay or is caused by the combined influence of the IR and XUV pulses.

By choosing the parameters of the XUV and IR field correctly, the photoelectron

9 typically the IR pulse that was used to generate the XUV pulse by high harmonic generation
created by the XUV pulse can be scattered back against its parent ion. This approach offers a possible route to extract information about the structure of the ion from a fully coherent scattering process. First investigations in this direction are described in [39].
Part III

Appendix
A Orthogonal polynomials and quadratures

In the following we will very briefly summarize the use of orthogonal polynomials for numerical integration (quadrature) which is exploited by DVR methods. For a detailed treatment of the subject and rigorous proofs of the following statements refer to [110, 116, 192, 193].

A.1 Orthogonal polynomials

Polynomials $p_n(x)$ of degree $n$ which are defined over a range $[a, b]$ and obey the relation

$$\int_a^b w(x)p_m(x)p_n(x)dx = \delta_{mn}c_n,$$

(A.1)

with a weighting function $w(x)$, are called orthogonal with respect to the inner product defined by the integral (A.1) and orthonormal if $c_n = 1$.

The according orthogonal polynomials for any given weight function (and interval) can be obtained by Gram-Schmidt orthogonalization of the monom basis

$$m_i(x) = x^i.$$

(A.2)

In doing so one can obtain a three-term recurrence relation

$$p_0(x) := 1,$$

(A.3)

$$p_1(x) = x - \beta_0$$

(A.4)

$$p_{n+1}(x) = (x - \beta_n)p_n(x) - \gamma_n^2p_{n-1}(x)$$

(A.5)

which uniquely defines the orthogonal polynomials. The coefficients $\beta_n$ and $\gamma_n$ are given by

$$\beta_n = \frac{\int_a^b w(x)p_n(x)xp_n(x)dx}{\int_a^b w(x)p_n(x)p_n(x)dx}$$

(A.6)

\footnote{Thereby, we restrict ourselves to real polynomials and inner products.}
and 
\[ \gamma_n = \sqrt{\frac{\int_a^b w(x)p_n(x)p_n(x)\,dx}{\int_a^b w(x)p_{n-1}(x)p_{n-1}(x)\,dx}}. \] (A.7)

Table A.1 shows the most important orthogonal polynomials and the corresponding intervals \([a, b]\), weights \(w(x)\), and normalization constants \(c_n\).

<table>
<thead>
<tr>
<th>Polynomial</th>
<th>([a, b])</th>
<th>(w(x))</th>
<th>(c_n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Legendre</td>
<td>([-1, 1])</td>
<td>1</td>
<td>(\frac{2^{n+1}}{n!})</td>
</tr>
<tr>
<td>Laguerre</td>
<td>((0, \infty))</td>
<td>(e^{-x})</td>
<td>1</td>
</tr>
<tr>
<td>Generalized Laguerre</td>
<td>((0, \infty))</td>
<td>(x^k e^{-x})</td>
<td>(\frac{(n+k)!}{n!})</td>
</tr>
<tr>
<td>Hermite</td>
<td>((-\infty, \infty))</td>
<td>(e^{-x^2})</td>
<td>(\sqrt{\pi} 2^n n!)</td>
</tr>
<tr>
<td>Gegenbauer</td>
<td>([-1, 1])</td>
<td>((1-x^2)^{\alpha-1/2})</td>
<td>(\begin{cases} \frac{2^{1-2\alpha} \pi \Gamma(n+2\alpha)}{n(n+\alpha)\Gamma(\alpha)^2} &amp; \alpha \neq 0 \ \frac{2\pi}{n^{2\alpha}} &amp; \alpha = 0 \end{cases})</td>
</tr>
<tr>
<td>Chebyshev 1st kind</td>
<td>([-1, 1])</td>
<td>((1-x^2)^{-1/2})</td>
<td>(\pi \quad n = 0)</td>
</tr>
<tr>
<td>Chebyshev 2nd kind</td>
<td>([-1, 1])</td>
<td>((1-x^2))</td>
<td>(\frac{\pi}{2} \quad \text{otherwise})</td>
</tr>
<tr>
<td>Jacobi</td>
<td>((-1, 1))</td>
<td>((1-x)^{\alpha}(1+x)^{\beta})</td>
<td>(\begin{cases} \frac{2^{\alpha+\beta+1} \Gamma(n+\alpha+1) \Gamma(n+\beta+1)}{2n^{\alpha+\beta+1} \Gamma(n+\alpha+\beta+1)} &amp; \alpha \neq 0 \ \frac{1}{n} &amp; \alpha = 0 \end{cases})</td>
</tr>
</tbody>
</table>

Table A.1: Classical orthogonal polynomials and their according intervals \([a, b]\), weight functions \(w(x)\), and normalization constants \(c_n\). [192]

### A.2 Gauss quadratures

A very attractive feature of orthogonal polynomials is that for all of them there exists a quadrature formula, i.e. a discrete approximation of an integral, in the form

\[ \int_a^b w(x)f(x)\,dx = \sum_{k=1}^n w_k f(x_k) + E_n^{(2n)} \approx \sum_{k=1}^n w_k f(x_k) \quad \text{(A.8)} \]

which is exact for polynomial functions \(f(x)\) up to a maximal degree of \((2n - 1)\).\(^{11}\)

This can be seen from the error term

\[ E_n^{(2n)} \propto \frac{f^{(2n)}(\xi)}{(2n)!}, \quad \text{(A.9)} \]

\(^{11}\) Consequently, integrals of arbitrary functions are approximated with high accuracy when they are well represented by a polynomial of degree \((2n - 1)\).
where $f^{(2n)}(\xi)$ denotes the $2n$-th derivative of $f$ at an interim value $\xi \in [a, b]$. Consequently $E_n^{(2n)}$ is zero for polynomials of maximal degree $(2n - 1)$.\(^{12}\)

The definite integral of a function $f(x)$ is thus approximated by a weighted sum of $n$ function values $f(x_k)$. The nodes $x_k$ are given by the zeros of the $n$-th polynomial $p_n(x)$ and are

- real,
- (pairwise) distinct,
- interlacing (i.e. the roots of each polynomial lie between the roots of the next higher one)
- and lie within the interval $(a, b)$.

The (positive) quadrature weights $w_k$ are related to the Lagrange interpolation polynomials by

$$w_k = \int_a^b L_k(x) w(x) \, dx = \int_a^b L_k^2(x) w(x) \, dx$$

(A.10) with

$$L_i(x) = \prod_{j \neq i} \frac{x - x_j}{x_i - x_j}, \quad L_i(x_j) = \delta_{ij}.$$  

(A.11)

For practical purposes it is often necessary to transform the intervals $(a, b)$ which are related to classical orthogonal polynomials to custom intervals $(a', b')$. This can be easily done by introducing a coordinate transformation\(^{13}\) in the integral (A.8) with the restriction that the transformation has to be affine if the accuracy of the quadrature is to be preserved.\(^{14}\) [194]

### A.3 Gauss-Legendre quadrature

A Gauss quadrature over the interval $[-1, 1]$ with a weight function $w(x) = 1$ is called Gauss-Legendre quadrature and the corresponding orthogonal polynomials are the Legendre polynomials.

The quadrature weights are given by

$$w_i = \frac{2}{(1 - x_i^2) \left[ \frac{dP_n}{dx}(x_i) \right]^2} = \frac{2(1 - x_i^2)}{(n + 1)^2 \left[ P_{n+1}(x_i) \right]^2}$$

(A.12)

\(^{12}\) Note that for arbitrary nodes only polynomials of degree $(n - 1)$ can be integrated exactly by interpolating quadrature.

\(^{13}\) sometimes called “mapping function”

\(^{14}\) Affine transformations map general polynomials on polynomials of the same degree.
and the integration error reads
\[ E_n^{(2n)} = \frac{2^{2n+1}(n!)^4}{(2n+1)[(2n)!]^3} f^{(2n)}(\xi), \quad \xi \in [a, b]. \] (A.13)

### A.4 Gauss-Lobatto quadrature

General Gaussian quadratures do not allow to specify the endpoint of the integration interval since the roots of the corresponding orthogonal polynomials strictly lie within the interval. However, by giving up some accuracy the formula can be modified to include the endpoints of the interval. This is particularly important for physical applications where it is often necessary to impose certain boundary conditions (and/or continuity conditions as in the case of FEDVR).

A Gauss-Legendre quadrature which also includes the endpoints \(-1\) and \(1\) is called Gauss-Lobatto quadrature.\(^{15}\)

The quadrature formula then reads
\[
\int_{-1}^{1} w(x) f(x) \, dx = w_1 f(-1) + w_n f(1) + \sum_{k=2}^{n-1} w_k f(x_k) + E_n^{(2n-2)}
\]
\[
\simeq w_1 f(-1) + w_n f(1) + \sum_{k=2}^{n-1} w_k f(x_k) \quad (A.14)
\]
with \((n - 2)\) free abscissa \(x_k\) which are now given by the roots of the polynomial \(\frac{\partial P_{n-1}}{\partial x}\). In contrast to the Gauss-Legendre quadrature the Gauss-Lobatto is only exact for polynomials of degree \(2n - 3\) which can be seen from the error term
\[ E_n^{(2n-2)} = -\frac{n(n-1)^32^{2n+1}[(n-2)!]^4}{(2n-1)[(2n-2)!]^3} f^{(2n-2)}(\xi), \quad \xi \in [a, b]. \] (A.15)

The corresponding quadrature weights for the inner points read
\[ w_i = \frac{2n}{(1-x_i^2)\frac{\partial^2 P_{n-1}}{\partial x^2}(x_i) \frac{\partial P_n}{\partial x}(x_i)} = \frac{2}{n(n-1) [P_{n-1}(x_i)]^2} \] (A.16)
and for the endpoints
\[ w_{1,n} = \frac{2}{n(n-1)}. \] (A.17)

\(^{15}\) In a similar way the so called Gauss-Radau quadratures specify only one endpoint of the integration interval [192].
B Angular momentum algebra

For two angular momentum operators \( \hat{L}_1, \hat{L}_2 \) one can form two sets of mutually commuting operators, the \textit{uncoupled representation}

\[
\hat{L}_1^2, \hat{L}_2^2, L_{1,z}, L_{2,z}
\]

(B.1)

and the \textit{coupled representation}

\[
\hat{L}_1^2, \hat{L}_2^2, \hat{L}^2, L_z,
\]

(B.2)

where

\[
\hat{L} = \hat{L}_1 + \hat{L}_2, L_z = L_{1,z} + L_{2,z}.
\]

(B.3)

The according eigenfunctions \( |l_1 l_2 m_1 m_2 \rangle \) and \( |l_1 l_2 L M \rangle \) are connected by the unitary transformations

\[
|l_1 l_2 LM \rangle = \sum_{m_1, m_2} \langle l_1 l_2 m_1 m_2 | l_1 l_2 LM \rangle |l_1 l_2 m_1 m_2 \rangle
\]

(B.4)

and

\[
|l_1 l_2 m_1 m_2 \rangle = \sum_{L, M} \langle l_1 l_2 LM | l_1 l_2 m_1 m_2 \rangle |l_1 l_2 LM \rangle.
\]

(B.5)

B.1 Clebsch-Gordan coefficients

The expansion coefficients in (B.4) and (B.5) are called \textit{Clebsch-Gordan (CG) coefficients} and the standard phase convention is to make them real,

\[
\langle l_1 l_2 m_1 m_2 | l_1 l_2 LM \rangle = \langle l_1 l_2 LM | l_1 l_2 m_1 m_2 \rangle = \begin{bmatrix} l_1 & l_2 & L & M \end{bmatrix}
\]

(B.6)

The CG coefficients vanish if the conditions (selection rules)

\[
\Delta(l_1 l_2 L) : |l_1 - l_2| \leq L \leq |l_1 + l_2|
\]

(B.7)

\[-L \leq M \leq L, -l_1 \leq m_1 \leq l_1, -l_2 \leq m_2 \leq l_2
\]

(B.8)

\[m_1 + m_2 = M \]

(B.9)

\[l_1 + l_2 + L \in \mathbb{N} \]

(B.10)
are not fulfilled. Note that because of (B.9) the sum over \( m_2 \) (or \( m_1 \)) in (B.4) is redundant since it can always be expressed by \( m_2 = M - m_1 \) (or vice versa).

The orthonormality relations of the CG coefficients are given by

\[
\sum_{m_2} \begin{bmatrix} l_1 & l_2 & L \\ m_1 & m_2 & M \end{bmatrix} \begin{bmatrix} l_1 & l_2 & L' \\ m_1' & m_2' & M' \end{bmatrix} = \delta_{L L'} \delta_{M M'}
\]

(B.11)

and

\[
\sum_{L, M} \begin{bmatrix} l_1 & l_2 & L \\ m_1 & m_2 & M \end{bmatrix} \begin{bmatrix} l_1' & l_2' & L \\ m_1' & m_2' & M \end{bmatrix} = \delta_{m_1 m_1'} \delta_{m_2 m_2'}
\]

(B.12)

Some important symmetry relations under the permutation of any two columns or the sign reversal of the projection quantum numbers are

\[
\begin{bmatrix} l_1 & l_2 & L \\ m_1 & m_2 & M \end{bmatrix} = (-1)^{l_1 + l_2 - L} \begin{bmatrix} l_1 & l_2 & L \\ -m_1 & -m_2 & -M \end{bmatrix}
\]

(B.13)

\[
= (-1)^{l_1 + l_2 - L} \begin{bmatrix} l_2 & l_1 & L \\ m_2 & m_1 & M \end{bmatrix}
\]

(B.14)

\[
= (-1)^{l_2 + m_2} \frac{\sqrt{2L + 1}}{\sqrt{2l_2 + 1}} \begin{bmatrix} l_1 & L & l_2 \\ m_1 & -M & -m_2 \end{bmatrix}
\]

(B.15)

\[
= (-1)^{l_2 + m_2} \frac{2L + 1}{\sqrt{2l_1 + 1}} \begin{bmatrix} L & l_2 & l_1 \\ -M & m_2 & -m_1 \end{bmatrix}
\]

(B.16)

A special case of (B.13) for integer \( l_1, l_2, L \) is

\[
\begin{bmatrix} l_1 & l_2 & L \\ 0 & 0 & 0 \end{bmatrix} = (-1)^{l_1 + l_2 - L} \begin{bmatrix} l_1 & l_2 & L \\ 0 & 0 & 0 \end{bmatrix}
\]

(B.17)

and as a consequence the so called \textit{parity CG coefficient} vanishes

\[
\begin{bmatrix} l_1 & l_2 & L \\ 0 & 0 & 0 \end{bmatrix} = 0
\]

(B.18)

for odd \( l_1 + l_2 - L \) (and if the triangle relation \( \Delta(l_1 l_2 L) \) is not fulfilled).

### B.2 The Wigner 3j-symbol

The Wigner 3j-symbols are closely related to the CG coefficients,

\[
\begin{pmatrix} l_1 & l_2 & L \\ m_1 & m_2 & M \end{pmatrix} := (-1)^{l_1 - l_2 - M} \frac{\sqrt{2L + 1}}{\sqrt{2l_1 + 1}} \begin{pmatrix} l_1 & l_2 & L \\ m_1 & m_2 & -M \end{pmatrix},
\]

(B.19)
but have higher symmetry because they remain unchanged under an even permutation of the columns,

\[
\begin{pmatrix}
  l_1 & l_2 & L \\
  m_1 & m_2 & M
\end{pmatrix} = \begin{pmatrix}
  l_2 & L & l_1 \\
  m_2 & M & m_1
\end{pmatrix} = \begin{pmatrix}
  L & l_1 & l_2 \\
  M & m_1 & m_2
\end{pmatrix}.
\]  \tag{B.20}

An odd permutation brings in the phase factor \((-1)^{l_1+l_2+L},\)

\[
\begin{pmatrix}
  l_1 & l_2 & L \\
  m_1 & m_2 & M
\end{pmatrix} = (-1)^{l_1+l_2+L} \begin{pmatrix}
  l_2 & l_1 & L \\
  m_2 & m_1 & M
\end{pmatrix} = (-1)^{l_1+l_2+L} \begin{pmatrix}
  l_1 & L & l_2 \\
  m_1 & M & m_2
\end{pmatrix} = (-1)^{l_1+l_2+L} \begin{pmatrix}
  L & l_2 & l_1 \\
  M & m_2 & m_1
\end{pmatrix},
\]  \tag{B.21}

and reversing the sign of the projection quantum numbers gives

\[
\begin{pmatrix}
  l_1 & l_2 & L \\
  m_1 & m_2 & M
\end{pmatrix} = (-1)^{l_1+l_2+L} \begin{pmatrix}
  l_1 & l_2 & -L \\
  -m_1 & -m_2 & -M
\end{pmatrix}.
\]  \tag{B.25}

Clearly, the 3j-symbols fulfill the same selection rules (B.7)-(B.10) as the CG coefficients since they differ only by a phase. In analogy to (B.11) and (B.12) the orthonormality relations of the Wigner 3j-symbols are

\[
\sum_{m_1, m_2} (2L+1) \begin{pmatrix}
  l_1 & l_2 & L \\
  m_1 & m_2 & M
\end{pmatrix} \begin{pmatrix}
  l_1 & l_2 & L' \\
  m_1 & m_2 & M'
\end{pmatrix} = \delta_{LL'} \delta_{MM'}
\]  \tag{B.26}

and

\[
\sum_{L, M} (2L+1) \begin{pmatrix}
  l_1 & l_2 & L \\
  m_1 & m_2 & M
\end{pmatrix} \begin{pmatrix}
  l_1 & l_2 & L \\
  m_1' & m_2' & M'
\end{pmatrix} = \delta_{m_1m_1'} \delta_{m_2m_2'}.
\]  \tag{B.27}

### B.3 The Wigner 6j-symbol

The Wigner 6j-symbols are a generalization of 3j-symbols (or CG coefficients respectively) and arise in the coupling of three angular momenta or in the evaluation of matrix elements of scalar products of tensor operators in the coupled basis of two angular momenta,

\[
\langle l_1' l_2' L'M'|T^{(k)}(1)\cdot W^{(k)}(2)|l_1 l_2 L M\rangle = \langle l_1' l_2' L'M'| \sum_{q=-k}^{k} (-1)^q T_q^{(k)}(1) W_q^{(k)}(2)|l_1 l_2 L M\rangle =
\]

\[
(-1)^{L+l_1+l_2} \left\{ l_1' \| T^{(k)}(1) \| l_1 \right\} \left\{ l_2' \| W^{(k)}(2) \| l_2 \right\} \left\{ L \quad l_1' \right\} \delta_{LL'} \delta_{MM'}.
\]  \tag{B.28}
They are related to the Wigner 3j-symbols by

\[
\begin{pmatrix} j_1 & j_2 & j_3 \\ l_1 & l_2 & l_3 \end{pmatrix} = (2j_3 + 1) \sum_{m_1,m_2,n_1,n_2,n_3} (-1)^{l_1+l_2+l_3+n_1+n_2+n_3} \times \begin{pmatrix} j_1 & j_2 & j_3 \\ m_1 & m_2 & m_3 \end{pmatrix} \begin{pmatrix} j_1 & l_2 & l_3 \\ m_1 & n_2 & -n_3 \end{pmatrix} \begin{pmatrix} l_1 & j_2 & l_3 \\ n_1 & m_2 & n_3 \end{pmatrix} \begin{pmatrix} l_1 & l_2 & j_3 \\ n_1 & -n_2 & m_3 \end{pmatrix}
\]  
(B.29)

and vanish if the triangle relations

\[
\Delta(j_1j_2j_3), \Delta(l_1l_2l_3), \Delta(l_1j_2l_3), \Delta(l_1l_2j_3)
\]  
(B.30)

are not fulfilled, or if the sums

\[
(j_1 + j_2 + j_3), (j_1 + l_2 + l_3), (l_1 + j_2 + l_3), (l_1 + l_2 + j_3)
\]  
(B.31)

are not integer.

The 6j symbols are invariant under permutation of their columns, e.g.

\[
\begin{pmatrix} j_1 & j_2 & j_3 \\ l_1 & l_2 & l_3 \end{pmatrix} = \begin{pmatrix} j_2 & j_1 & j_3 \\ l_2 & l_1 & l_3 \end{pmatrix} = \begin{pmatrix} j_3 & j_2 & j_1 \\ l_3 & l_2 & l_1 \end{pmatrix} = \ldots 
\]  
(B.32)

and under exchange of two pairs of corresponding elements between their rows, e.g.

\[
\begin{pmatrix} j_1 & j_2 & j_3 \\ l_1 & l_2 & l_3 \end{pmatrix} = \begin{pmatrix} l_1 & j_2 & l_3 \\ j_1 & l_2 & j_3 \end{pmatrix} = \begin{pmatrix} l_1 & l_2 & j_3 \\ j_1 & j_2 & l_3 \end{pmatrix} = \ldots 
\]  
(B.33)

A more complete list of symmetry properties and orthogonality relations can be found in [99, 195, 196].

Another important identity for calculating matrix elements of tensor operators in the coupled representation is [196]

\[
\sum_{l_2} \begin{pmatrix} j_1 & j_2 & j_{12} \\ l_1 & l_2 & l_{12} \end{pmatrix} \begin{pmatrix} j_{12} & j_3 & j \\ l_{12} & l_3 & m \end{pmatrix} \begin{pmatrix} j_2 & j_3 & j_{23} \\ l_2 & l_3 & l_{23} \end{pmatrix} = (-1)^{j_1+j_2+j_3+j} \sqrt{(2j_{12} + 1)(2j_{23} + 1)} \begin{pmatrix} j_1 & j_2 & j_{12} \\ j_3 & j & j_{23} \end{pmatrix} \begin{pmatrix} j_1 & j_{23} & j \\ l_1 & l_{23} & m \end{pmatrix} . 
\]  
(B.34)

The Wigner 6j-symbol is related to the commonly used $U$ coefficients and Racah $W$ coefficients as

\[
\begin{pmatrix} j_1 & j_2 & j_3 \\ l_1 & l_2 & l_3 \end{pmatrix} = (-1)^{j_1+j_2+l_2+l_1} W(j_1j_2l_2l_1;j_3l_3) 
\]  
(B.35)

\[
= \frac{(-1)^{j_1+j_2+l_2+l_1}}{\sqrt{(2j_3 + 1)(2l_3 + 1)}} U(j_1j_2l_2l_1;j_3l_3) . 
\]  
(B.36)
B.4 The Wigner-Eckart theorem

The Wigner-Eckart Theorem states that in a space that is spanned by a set of angular momentum basis functions $|lm\rangle$ the matrix element of an irreducible tensor operator $T_q^{(k)}$ can be written as

$$
\langle lm | T_q^{(k)} | l'm' \rangle = \sum_{l''} \frac{\langle l''|T^{(k)}|l'\rangle}{\sqrt{2l'' + 1}} \langle l''|T^{(k)}|l'\rangle \frac{(l''|T^{(k)}|l')}{\sqrt{2l'' + 1}} = \sum_{l''} (-1)^{l''-k-m} \begin{pmatrix} l'' & m'' & l \\ m'' & q & -m \end{pmatrix} \langle l''|T^{(k)}|l'\rangle,
$$

\hspace{2cm} (B.37)

thus factoring out the dependence on the magnetic quantum numbers as a CG coefficient (or 3j-symbol respectively). The physical nature of the operator $T_q^{(k)}$ is then contained entirely in the reduced matrix element $\langle l''|T^{(k)}|l'\rangle$ whereas the CG coefficient includes its geometry and symmetry properties.

An important example is the reduced matrix element for the renormalized spherical harmonics (Racah tensors)

$$
C_q^{(k)}(\theta, \varphi) = \sqrt{\frac{4\pi}{2k + 1}} Y_q^{k}(\theta, \varphi)
$$

which is given by

$$
\langle l | C^{(k)} | l' \rangle = (-1)^l \sqrt{(2l + 1)(2l' + 1)} \begin{pmatrix} l & k & l' \\ 0 & 0 & 0 \end{pmatrix} \langle l|C^{(k)}|l'\rangle = (-1)^k \sqrt{2l + 1} \begin{pmatrix} l & k & l' \\ 0 & 0 & 0 \end{pmatrix}
$$

\hspace{2cm} (B.38)

and contains the parity CG coefficient.

\hspace{2cm} \hspace{2cm} \hspace{2cm} (B.39)
C Derivation of angular asymmetry parameters

In the following we give a detailed derivation of the angular asymmetry parameters (section 6.2.3). We obtain the angular asymmetry parameters from the angular probability distribution with respect to the laser polarization axis $z$,

$$P_{DI}(E_1, E_2, \theta_1) = 2 \int_0^{2\pi} \int_0^\pi |\psi_{DI}(E_1, E_2, \Omega_1, \Omega_2)|^2 \sin \theta_1 \, d\Omega_2 \, d\varphi_1. \quad (C.1)$$

The doubly ionized wave function $\Psi_{DI}(E_1, E_2, \Omega_1, \Omega_2)$ (6.34) reads

$$\Psi_{DI}(E_1, E_2, \Omega_1, \Omega_2) = \sum_{L,l_1,l_2} D_{l_1,l_2}^L(E_1, E_2) \mathcal{Y}_{l_1}^{m_1}(\Omega_1) \mathcal{Y}_{l_2}^{m_2}(\Omega_2), \quad (C.2)$$

with $D_{l_1,l_2}^L(E_1, E_2)$ given by equation (6.33). Inserting $\Psi_{DI}(E_1, E_2, \Omega_1, \Omega_2)$ into (C.1) leads to

$$P(E_1, E_2, \theta_1) = 2 \int_0^{2\pi} dE_2 \int_0^\pi d\varphi_1 \sum_{L',l_1',l_2'} (D_{l_1',l_2'}^{L'})^\ast(E_1, E_2) D_{l_1,l_2}^L(E_1, E_2) \times \sum_{m_1',m_2'} \left[ \begin{array}{ccc} l_1 & l_2 & L' \\ m_1' & m_2' & 0 \end{array} \right] \left[ \begin{array}{ccc} l_1 & l_2 & L \\ m_1 & m_2 & 0 \end{array} \right] \mathcal{Y}_{m_1'}^{l_1'}(\Omega_1) \mathcal{Y}_{m_2'}^{l_2'}(\Omega_2) \mathcal{Y}_{m_1}^{l_1}(\Omega_1) \mathcal{Y}_{m_2}^{l_2}(\Omega_2). \quad (C.3)$$

Note that the due to the conservation of $L_z$ and the selection rule (B.9) the sums over $m_2'$ and $m_2$ are redundant. For brevity we will skip the dependence on $E_1$ and $E_2$ in the following equations, as they do not affect the angular momentum calculations.

Performing the integral over $\Omega_2$, using the orthonormality relation of the spherical harmonics

$$\int Y_{m'}^{l'} \ast Y_m^l d\Omega = \int_0^{2\pi} \int_0^\pi Y_{m'}^{l'}(\theta', \varphi') Y_m^l(\theta, \varphi) \sin \theta d\theta d\varphi = \delta_{m'm} \delta_{ll'} \quad (C.4)$$
gives

\[ P(\theta_1) = \sum_{m_1} \sum_{L',l_1,l_2} \left[ \frac{l_1'}{m_1} \frac{l_2}{-m_1} L' \right] \left[ \frac{l_1}{m_1} \frac{l_2}{-m_1} L \right] \times \int_0^{2\pi} d\varphi_1 Y_{m_1}^{l_1'}(\Omega_1) Y_{m_1}^{l_1}(\Omega_1) \left( D_{L_i,l_2}^{l_1} \right)^* D_{L_i,l_2}^{L} \cdot (C.5) \]

Note that there is only one sum over magnetic quantum numbers left.

It is convenient to rewrite the remaining spherical harmonics with the help of

\[ Y_m^l = (-1)^m Y_{-m}^l \]  
and using the product of two renormalized spherical harmonics (Racah tensors) (B.39) of the same angles can be written as a sum over one renormalized spherical harmonic and 3j-symbols

\[ C_{m_1}^{(l_1)}(\theta, \varphi) C_{m_2}^{(l_2)}(\theta, \varphi) = \sum_j C_m^{(j)}(\theta, \varphi) (2j + 1) (-1)^m \left( \frac{l_1}{m_1} \frac{l_2}{-m_1} j \right) \left( \frac{l_1}{0} \frac{l_2}{0} j \right) . \]  

This results in

\[ Y_{m_1}^{l_1}(\Omega_1) Y_{m_1}^{l_1}(\Omega_1) = \frac{\sqrt{(2l_1 + 1)(2l_1' + 1)}}{4\pi} (-1)^{m_1} C_{m_1}^{(l_1)} C_{m_1}^{(l_1')} = \]

\[ \frac{\sqrt{(2l_1 + 1)(2l_1' + 1)}}{4\pi} (-1)^{m_1} \sum_j C_m^{(j)} (2j + 1) (-1)^m \left( \frac{l_1}{m_1} \frac{l_1'}{-m_1} j \right) \left( \frac{l_1}{0} \frac{l_1'}{0} j \right) . \]  

The dependence on \( \Omega_1 \) is omitted for brevity.

Using

\[ \begin{pmatrix} l_1 & l_1' & j \\ m_1 & -m_1 & 0 \end{pmatrix} = \frac{1}{\sqrt{2l_1' + 1}} \begin{pmatrix} j & l_1 & l_1' \\ 0 & m_1 & -m_1 \end{pmatrix} \]

inserting it back into equation C.5 and performing the sum over \( m_1 \), using equation B.34, leads to

\[ P(\theta_1) = 2 \sum_{L',l_1,l_2} \frac{\sqrt{(2l_1 + 1)(2l_1' + 1)}}{4\pi} \sum_j (2j + 1) \int_0^{2\pi} C_m^{(j)} d\varphi_1 \frac{(-1)^{j-l_1}}{\sqrt{2l_1' + 1}} \begin{pmatrix} l_1 & l_1' & j \\ 0 & 0 & 0 \end{pmatrix} \]

\[ (-1)^{j+l_1+l_2+L'} \sqrt{(2l_1' + 1)(2L_1 + 1)} \begin{pmatrix} j & l_1 & l_1' \\ L & L' & L \end{pmatrix} \left( D_{L_i,l_2}^{l_1} \right)^* D_{L_i,l_2}^{L} \cdot (C.10) \]
Since the renormalized spherical harmonic $C_{0}^{(j)}$ does not depend on $\varphi_1$ anymore, the integral over $\varphi_1$ leads to a factor $2\pi$. In addition, the renormalized spherical harmonic can be rewritten to a Legendre polynomial ($C_{0}^{(j)} \theta = P_{j}(\cos \theta)$) and the CG coefficient into a 3-j symbol, which leads to the final form of

$$P(\theta_1) = 2 \sum_{j} \sum_{L', L} (-1)^{j-L-L'-l} \sqrt{(2l_1 + 1)(2l_2 + 1)(2L + 1)(2L' + 1)(2j + 1)}$$

\[
\begin{pmatrix}
  l_1 & l'_{1} & j \\
  0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
  j & L & L' \\
  0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
  j & l_1 & l'_{1} \\
  l_2 & L' & L
\end{pmatrix}
\begin{pmatrix}
  D_{l_1, l_2}^{L'} \\
  D_{l_1, l_2}^{L'}
\end{pmatrix}^* D_{l_1, l_2}^{L} P_{j}(\cos \theta_1). \quad (C.11)
\]

The asymmetry parameters $\beta_j$ read

$$\beta_j = 2 \sum_{L', L} (-1)^{j-L-L'-l} \sqrt{(2l_1 + 1)(2l_2 + 1)(2L + 1)(2L' + 1)(2j + 1)}$$

\[
\begin{pmatrix}
  l_1 & l'_{1} & j \\
  0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
  j & L & L' \\
  0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
  j & l_1 & l'_{1} \\
  l_2 & L' & L
\end{pmatrix}
\begin{pmatrix}
  D_{l_1, l_2}^{L'} \\
  D_{l_1, l_2}^{L'}
\end{pmatrix}^* D_{l_1, l_2}^{L}. \quad (C.12)\]
D Stability of computational speed on different machines

In order to gain more insight into the behavior of the program on the different clusters, the most important routines were benchmarked separately. In addition, the runtimes of each routine were recorded separately on each process. This benchmarking is done without communication between the processes, ensuring that speed differences are clearly visible. Ideally, each process should take the same amount of time to complete a given subroutine. In that case, none of the processes has to wait for the others when they need to synchronize. Fig. D.1, Fig. D.2, Fig. D.3, and Fig. D.4 show the times needed for calculating the single electron Hamiltonians $\hat{H}_1 + \hat{H}_2$, the electron-electron interaction operator $\hat{H}_{12}$, and the electron-laser interaction operators in velocity gauge $\hat{H}_{1,em}^v + \hat{H}_{2,em}^v$ and in length gauge $\hat{H}_{1,em}^l + \hat{H}_{2,em}^l$. In order to again factor out the different problem sizes for each process depending on the total number of processes, the runtimes are multiplied by the number of processes used. The scales for the figures are chosen equal for each machine, such that the plots also allow for direct comparison between them.

It is not necessary to look at each line separately, as we are more interested in the general behavior of the machines. Flat lines would indicate that the processes are equally fast and do not have to wait for each other. This is reasonably well fulfilled for Abe and Ranger, as well as run 2 for Lobo. Run 1 on Lobo, on the other hand, shows a relatively flat distribution for most processes, but has significant outliers – some processes are slower by factors of 3 or more! Detailed inspection reveals that the large spikes consist of groups of 16 processes, corresponding to one node with 4 quad-core CPUs on Lobo. As the whole run has to wait for the slowest processes in the “real” program, where communication is not disabled, this means that such spikes can cause the whole run to be slowed down by a factor of 3 or more! We do not currently have a good explanation for this behavior, although one possible reason is that some other processes were running on the nodes at the same time. The second run on Lobo did not show these large spikes.

Coyote always shows relatively large fluctuations of the speed of the different routines on different processors, but does not have very strong outliers.

Lonestar shows very surprising behavior – in general, the runtimes are relatively stable across processors. However, there are some processes (in particular for the electron-electron interaction) which are much faster than the others. While it seems reasonable that some processors might be slowed down sometimes because of other
things going on, it is surprising that a few processors should be faster than the others, especially by a factor of two or three. One possible explanation is that one of the cores sharing access to the same memory is sometimes given priority, such that it always gets the full memory bandwidth, while the others share the remainder.

Detailed inspection of the curves for Ranger shows that in each block of 16 cores belonging to one node, there are two faster and two slightly slower blocks, each containing 8 cores, i.e. 2 CPUs. As each node should have the same memory bandwidth for its four CPUs (16 cores), this is somewhat surprising. However, the differences are relatively small, so that it does not pose a large problem.

The electron-electron interaction operator (Fig. D.2), which is most strongly limited by memory bandwidth, nicely shows the effects of different wave function block sizes on caching behavior: On most machines, the lines occur in groups. These groups are probably caused by the blocks fitting into different levels of the cache hierarchy.

D.1 Summary

The conclusions we have drawn are given in the following. They are only valid for our specific code, which heavily depends on memory bandwidth.

- Of the currently available TeraGrid machines, Kraken, Lonestar and Ranger are best suited for our code, with Kraken being the fastest per core. The two machines at LANL (Coyote and Lobo) also both work very well, with Coyote being the fastest overall, and Lobo behaving almost exactly like Ranger. Queen Bee and Abe are significantly slower than the other machines.

- Understanding the caching behavior better and trying to optimize for it might yield significant advantages, especially for the electron-electron interaction, which is also the most expensive operation in most cases.

- Some of the machines show somewhat unexpected behavior, where some nodes or processes are significantly slower or faster than the others for some runs. This is probably outside our control, which is unfortunate as a single slow node slows down the whole run.
Figure D.1: Runtimes in seconds for the single electron Hamilton operator.
Figure D.2: Runtimes in seconds for the electron-electron interaction operator.
Figure D.3: Runtimes in seconds for the electron-laser interaction in velocity gauge.
Figure D.4: Runtimes in seconds for the electron-laser interaction in length gauge.
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